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The objective of this paper is to use mathematical modeling and analysis to develop insights into and policies for making bed allocation decisions in Intensive Care Units (ICUs) during periods when the patient demand is high. We first develop a stylized mathematical model in which patients’ health conditions change over time according to a Markov chain. In this model, each patient is in one of two possible health stages, one representing the critical and the other representing the highly critical health stage. The ICU has limited bed availability and therefore when a patient arrives and no beds are available, a decision needs to be made as to whether the patient should be admitted to the ICU and if so which patient in the ICU should be transferred to the general ward. With the objective of minimizing the long-run average mortality rate, we provide analytical characterization of the optimal policy under certain conditions. Then, based on these analytical results, we propose heuristic methods, which can be used under assumptions that are more general than what is assumed for the mathematical model and with a simulation study we show that these heuristic methods work well under more “realistic” conditions.
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1. Introduction

Efficient management of Intensive Care Unit (ICU) beds has long been a topic of interest in practice as well as academia. Simply put, an ICU bed is a very expensive resource and the number of
available ICU beds frequently falls short of the existing demand in many hospitals. Therefore, it is important to make the best use of these beds via intelligent admission and discharge decisions. There is wide agreement that during times of high demand, beds should not be given to patients who have little to benefit from intensive care treatment. However, when it comes to choosing among patients who can potentially benefit from such treatment, there do not appear to be easy answers. Even if one can quantify the ICU benefit at the individual patient level and there is agreement on some utilitarian objective such as maximizing the expected number of survivors, it is not difficult to see that allocating beds to those with the highest potential to benefit is not necessarily the “right” thing to do. For example, if this potential benefit can only be realized at the expense of a long length of stay, which is likely to prevent the use of the bed for treating other patients, then it is difficult to weigh the “benefits” with the “costs.” In short, making patient admission and discharge decisions for a particular patient, especially when overall demand is high, is a complex task that requires careful consideration of not only the health condition of that particular patient in isolation but a collective assessment of the health conditions and operational requirements of all the patients in the ICU as well as the mix of patients the ICU expects to see in the near future.

The objective of this paper is to use mathematical modeling and analysis to develop insights and policies which can be useful when making these complex decisions in practice particularly under conditions where there is significantly high demand for limited ICU bed capacity as in the case of an influenza epidemic.

One key challenge in developing sound ICU admission/discharge policies is that despite recent progress, research in this area has not yet reached a level where stochastic evolution of patients’ health status in and outside the ICU is sufficiently well-understood. Considering the wide variety of patients treated in ICUs, it might be naïve to expect that we would ever be able to get a very precise description of how each patient’s health would change and make highly personalized decisions. However, it might certainly be possible to come up with a mechanism that would allow for a somewhat broad classification of patients and determine a probabilistic description of how
patients would move from one class to another as time progresses. For example, according to the only triage protocol developed (to our knowledge), which is meant to be used in case of an influenza epidemic (see Christian et al. (2006)), each patient who is admitted to the ICU is put in one of two classes based purely on the patient’s SOFA (Sequential Organ-Failure Assessment) score. If one were to use this triage protocol, coming up with a description of the stochastic evolution of a patient’s health condition would simply require collecting data on patients’ SOFA scores along with their time stamps. While no prior work has come up with such description, it is important to note that over the last fifteen years, in parallel with the rapid growth of the popularity of healthcare analytics, there has been an increased interest in developing patient scoring systems for ICU patients and quantifying ICU benefits through estimation of patients’ survival probabilities given their health conditions, comorbidities, and other characteristics such as age, gender, etc. (see, e.g., Sinuff et al. (2004), Shmueli and Sprung (2005), Kim et al. (2014)). With more research in this area, we will likely have an increasingly better understanding of how patients’ health conditions change in and outside the ICU. The natural question then would be how exactly to use this understanding in making ICU admission and discharge decisions. This paper contributes to the development of an answer to this question. It should be acknowledged that it would likely take years of interdisciplinary research to get to a level where methods like the ones we develop in this paper could readily be implemented in ICUs but our analysis in this paper lays the ground work for what type of policies have a good chance to work in practice and illuminates what future research and data collection efforts in the future should focus on.

The general framework we use to fulfill the objective we outlined above is as follows. We first develop a stylized mathematical formulation for the ICU. This relatively simple formulation (compared with the full complexity of the actual problem) allows us to provide characterizations for the optimal policy under certain conditions, and using these characterizations, propose generalizable policies for making patient admit/discharge decisions. Then, we test the performances of these policies with a simulation study relaxing some of the restrictive assumptions of the stylized
mathematical formulation and find that the policies we propose perform quite well in comparison with some alternative benchmarks.

Our mathematical formulation assumes that patients are in one of two health stages and each patient’s health condition changes over time. Specifically, there are two discrete-time Markov chains with one representing the evolution of the patients in the ICU and one representing the evolution of the patients in the general ward. Each Markov chain has four states corresponding to death, highly critical, critical, and survival, where death and survival states are absorbing states. We assume that the system incurs a unit cost every time a patient, regardless of whether s/he is in the ICU or in the general ward, hits the death state. There is no reward or cost associated with any one of the other states. As soon as a patient enters the death state or the survival state, s/he leaves the system vacating the bed s/he has been occupying. In each time period, a patient arrives with some probability and a decision needs to be made as to whether or not to admit the patient and/or early discharge any of the highly critical or critical patients to the general ward. The objective is to minimize the long-run average cost, or equivalently, the long-run average number of deaths.

We start our mathematical analysis by first considering an extreme setting, where the ICU has a single bed. The main goal in analyzing this hypothetical setting is to take advantage of its relatively simple structure and develop insights into how bed allocation decisions should be made when ICU beds are limited; however, we also use the results of this analysis later in the paper to propose a heuristic bed allocation policy. Our analysis of the single-bed setting reveals that the decision of which patient to admit to the ICU depends on how much benefit the patients are expected to get from ICU treatment and how long they are expected to stay in the ICU, and furthermore, we find that which one of these two factors is more dominant depends on the overall demand level on the ICU. We then consider the general setting, where the ICU has some arbitrary but finite number of beds. We formulate the decision problem as a Markov decision process (MDP) where the system state is described by a vector providing the number of patients (among those in the ICU together with the patient who has just arrived) in each health stage. We prove that the optimal
admission/early discharge policy depends on the mix of patients currently present in the ICU, specifically how many patients there are in each health stage. In other words, if a decision has to be made between keeping Patient A or Patient B in the ICU, the decision is not just about Patient A and B but also about all the other patients. Specifically, we prove that the optimal policy is of threshold-type: If the number of highly critical patients is above a particular value, then we early discharge one of the highly critical patients; otherwise we early discharge one of the critical patients.

Assuming only two stages for patient health status is in fact in line with the triage protocol proposed by Christian et al. (2006) and policies based on this formulation will no doubt have the advantage of being relatively easier to interpret (and possibly overrule) for the practitioners and more convenient to implement in practice. Nevertheless, the assumption may be somewhat simplistic to adequately capture the evolution of patient status and thus it is essential to test any proposed policy within a framework that considers a more detailed and arguably more realistic patient evolution structure and ICU environment. Therefore, we follow our mathematical analysis with a detailed simulation study where we demonstrate the good performance of the policies we propose based on the results and insights generated by our mathematical analysis.

2. Literature review

In the medical literature, there has been a long line of research on quantifying the benefits of ICU care and providing empirical and mathematical support for making more sound ICU admission/discharge decisions. Most of this work has concentrated on predicting patient mortality in the ICU, estimating the benefits of ICU care, and more generally developing patient severity scores.

We do not attempt to provide a thorough review of this literature here as it is extensive and is not directly related to this paper but only highlight a few papers as examples.

Strand and Flaatten (2008) provide a review of some of the severity scoring systems that have been proposed and used over the years. Among these scoring systems are APACHE (Acute Physiology and Chronic Health Evaluation) I, II, III, and IV (Zimmerman et al. (2006)), SAPS (Simplified
One of the objectives behind the development of these scoring systems is to obtain a tool that can reliably predict patient mortality, which has been the subject of many other articles that aimed to improve upon the predictive power of the proposed scoring systems (see, e.g., Rocker et al. (2004), Gortzis et al. (2008), and Ghassemi et al. (2014)).

A number of papers study the benefits of ICU care and the effects of rationing beds in times of limited availability. Sinuff et al. (2004) review past studies on bed rationing and find that admission to the ICU is associated with lower mortality. Shmueli and Sprung (2005) study the potential survival benefit for patients of different types and severity (measured by APACHE II score) and Kim et al. (2014) quantify the cost of ICU admission denial on a number of patient outcomes including mortality, readmission rate, and hospital length of stay using a large data set. Kim et al. (2014) also carry out a simulation study to test various patient admission policies and find that a threshold type policy which takes into account the patient severity and ICU occupancy level has the potential to significantly improve overall performance.

Studies found that delayed admission to or early discharge from ICUs, which are both common, affect patients outcomes. For example, Chalfin et al. (2007) and Cardoso et al. (2011) study patients immediately admitted to ICU and those who had delayed admissions (i.e., waited longer than 6 hours for admission) and conclude that the patients in the latter group are associated with longer length of stay and higher ICU and hospital mortality. Wagner et al. (2013) and Kc and Terwiesch (2012) find patients are discharged more quickly when ICU occupancy is high, and such patients are associated with increased mortality rate and readmission probability.

In addition to Kim et al. (2014), which we have already mentioned above, a number of papers from the operations literature develop and analyzed models with the goal of generating insights into how patient admission and discharge decisions should be made at ICUs. Modeling the ICU as an M/M/c/c queue, Shmueli et al. (2003) compare three different patient admission policies and find that restricting admission to those whose expected benefit is above a certain threshold (which
may or may not depend on the number of occupied beds in the ICU) brings sizeable improvements in the expected number of survivors. Dobson et al. (2010), on the other hand, develop a model in which patients are bumped out of (early discharged from) the ICU and show how this model can be used to predict performance measures like the probability of being bumped for a randomly chosen patient. The model assumes that each patient’s length of stay can be observed upon arrival and when a patient needs to be bumped because of lack of beds, the patient with the shortest remaining length of stay is bumped out of the ICU. Chan et al. (2014) develop a fluid formulation in which service rate can be increased (which can be seen as patient early discharge) at the expense of increased probability of readmission. The authors identify scenarios under which taking such action is and is not helpful.

To our knowledge, within the operations literature on ICUs, the paper that is closest to our work is Chan et al. (2012). The authors consider a discrete-time MDP in which a decision needs to be made as to which patient to early discharge (with a cost) every time a new patient arrives for admission to the ICU. They show that the greedy policy, which discharges the class with the smallest discharge cost, is optimal when patient types can be ordered so that the types with smaller discharge costs have shorter expected length of stay and provide bounds on the performance of this policy for cases when such ordering is not possible. Despite some similarities, our formulation and analysis have some important differences. We assume that patients can be in one of two health stages, can transition from one stage to the other during their stay, and they eventually either die or survive. On the other hand, Chan et al. (2012) allow for multiple types of patients whose health status can also change over time but their model does not permit a patient to return to a state s/he has already visited. The reason why these differences are mainly important is that the analysis of the two models leads to two different sets of results which complement each other. In particular, our formulation allows us to push the analytical results and optimal policy characterizations further and thereby provide deeper insights into optimal ICU admission and discharge decisions. For example, we provide a characterization of the optimal policy not only when patients with higher benefits
from ICU have shorter length of stay but also when higher benefits can only come at the expense of longer length of stay in the ICU.

Our analysis in this paper can also be seen as a contribution to the classical queueing control literature where arriving jobs are admitted or rejected according to some reward or cost criteria. More specifically, because jobs in our model do not queue, it can be seen as a loss system (see, e.g., Örmeci et al. (2001), Örmeci and Burnetas (2005), Ulukus et al. (2011) and references therein). Within this literature, Ulukus et al. (2011) appears to be the closest to our work. This paper considers a model in which the decision is not only whether or not an arriving job should be admitted but also whether any of the jobs in service should be terminated. This termination action can be seen as the early discharge action in our model. However, despite this similarity, there are some important differences in the formulation. While Ulukus et al. (2011) consider a more general form for the termination cost and multiple job classes, they do not allow the possibility of jobs changing types during service. There are also important differences in the results. Just as we do in this paper, Ulukus et al. (2011) also provide conditions under which one of the two types should be preferred over the other at all times. However, our formulation makes it possible for us to provide optimal policy characterizations at a more detailed level and mathematically establish some of the numerical observations made by Ulukus et al. (2011) regarding the threshold structure of the optimal policy.

3. Model Description

In this section, we describe the stylized mathematical formulation we use to generate insights into “good” bed allocation decisions based on which practical heuristic methods can be developed. Specifically, in this model, we consider an ICU with a capacity of $b$ beds, where $b$ is a finite positive integer. Patients arriving to this system are assumed to have conditions that require treatment in an ICU. However, there is also the option of admitting these patients to what we refer to as the general ward, where the patient may be provided a different level of service. It is also possible that a patient who was previously admitted to the ICU can be early discharged to the general ward in
order to accommodate another patient. We assume that the general ward has infinite bed capacity. It is important to note that we use the general ward to represent any non-ICU care unit, which includes actual hospital wards, other hospital units, nursing homes, and any other facility that can accommodate the patients but cannot provide an ICU-level service to the patients.

Arriving patients are assumed to be in one of two health stages with stage 1 representing a highly critical condition and stage 2 representing a critical condition. We consider discrete time periods during which at most one patient arrives. Let $\lambda_i > 0$ denote the probability that a stage $i$ patient will arrive in each period for $i = 1, 2$ and let $\bar{\lambda} = 1 - \lambda_1 - \lambda_2$ denote the probability of no arrival, where we assume $\bar{\lambda}$ is nonnegative. During their stay, in the ICU or in the general ward, patients’ health conditions change according to a Markov chain and they eventually either enter stage 0 or stage 3. Stage 0 corresponds to the death of the patient while stage 3 represents patient’s survival. As soon as a patient hits either stage 0 or 3, the patient leaves the system vacating the bed s/he has been occupying. We assume that the system incurs a unit cost every time a patient leaves in stage 0 while there is no cost or reward associated with other stages.

Patients currently in stage $i \in \{1, 2\}$ can enter stage $i + 1$ or $i - 1$ in the next time period with probabilities that depend on where they are being treated: ICU or general ward. A stage $i$ patient in the ICU either jumps to stage $i + 1$ with probability $p_i$, jumps to stage $i - 1$ with probability $q_i$, or stays in stage $i$ with probability $r_i = 1 - p_i - q_i$. The respective probabilities for the general ward are $p_{iG}, q_{iG}$ and $r_{iG}$. We assume that $p_i, q_i, p_{iG}, q_{iG}$ are all strictly positive while $r_i$ and $r_{iG}$ are non-negative. The transition diagram of patient evolution is shown in Figure 1.

![Transition diagram of patient evolution in the ICU and general ward](image-url)
In some respects, assuming that sick patients can only be in one of two health stages can be seen as a significant simplification of reality. While it is true that it is difficult to capture the full spectrum of patient diversity with a two-stage model, the assumption helps us capture the reality that patients’ health conditions change over time at least in some stylized way without rendering the analysis impossibly difficult. More importantly, the assumption can in fact be justified in some contexts because even in practice such simplification is made to bring highly complex decision problems to a manageable level. When managing patient demand under highly resource restrictive environments, particularly in case of epidemics and mass-casualty events, practitioners typically choose to employ prioritization policies that keep the number of triage classes at minimum in an effort to make the policies simpler and easier to implement. For example, the ICU triage protocol developed by Christian et al. (2006), places patients in need of ICU treatment into one of two priority classes based on the patients’ SOFA scores. The proposed protocol also calls for patient reassessments recognizing the possibility that there could be changes in the patients’ health conditions. Nevertheless, in Section 6, we consider a more detailed and arguably more “realistic” evolution model for patients’ health condition and demonstrate how our analysis based on this rather simplified structure would be useful.

At each time period, the decision maker needs to make the following decisions: (i) if there is an arrival, whether the patient should be admitted to the ICU or the general ward, and (ii) which patients in the ICU (if any) should be early discharged to the general ward regardless of whether there is a new arrival or not. Note that if all \( b \) beds are occupied at the time a stage \( i \) patient arrives, admitting the patient will mean early discharging at least one stage \( 3 - i \) patient to the general ward. To keep the presentation simple, we will call both the decision of discharging an existing patient from the ICU to the general ward and admitting a new arrival to the general ward discharge even though the latter action does not in fact correspond to a discharge but direct admission to the general ward.

We formulate this problem as an MDP. We denote the system state by \( x = (x_1, x_2) \), where \( x_i \) represents the number of stage \( i \) patients. Note that any new arrival is included either in \( x_1 \) or
x_2 since there is no need to distinguish between new and existing patients. Since the ICU has a capacity of b and at most 1 patient arrives in each time period, the state space is:

\[ S = \{(x_1, x_2) : x_1, x_2 \geq 0 \text{ and } x_1 + x_2 \leq b + 1\}. \]

The decision at each epoch can be described by action \( a = (a_1, a_2) \), where \( a_i \) is the number of stage \( i \) patients to be discharged. The action space is defined as \( \mathcal{A} = \{(a_1, a_2) : a_1, a_2 \geq 0, \text{ and } a_1 + a_2 \leq b + 1\} \). Then in any state \((x_1, x_2) \in S\), the feasible action set is

\[ \mathcal{A}(x_1, x_2) = \{(a_1, a_2) : 0 \leq a_i \leq x_i, \text{ for } i = 1, 2, \text{ and } x_1 + x_2 - a_1 - a_2 \leq b\}. \]

Let \( \phi_i^G \) denote the probability that a patient who is discharged to the general ward in stage \( i \) will end up in stage 0 for \( i = 1, 2 \). Then, \( \phi_i^G \) can be computed by solving the following equations

\[ \phi_1^G = q_1^G + r_1^G \phi_1^G + p_1^G \phi_2^G, \quad \phi_2^G = q_2^G \phi_1^G + r_2^G \phi_2^G. \]

Letting \( \beta_i^G = q_i^G / p_i^G \) for \( i = 1, 2 \), we can show that

\[ \phi_1^G = \frac{\beta_1^G + \beta_1^G \beta_2^G}{1 + \beta_1^G + \beta_1^G \beta_2^G}, \quad \phi_2^G = \frac{\beta_1^G \beta_2^G}{1 + \beta_1^G + \beta_1^G \beta_2^G}. \]

(1)

Similarly, for \( i = 1, 2 \), let \( \phi_i \) denote the probability that a patient who is admitted to the ICU in stage \( i \) will end up in stage 0 under the condition that the patient will never be early discharged to the general ward. Then, \( \phi_i \) can similarly be computed as

\[ \phi_1 = \frac{\beta_1 + \beta_1 \beta_2}{1 + \beta_1 + \beta_1 \beta_2}, \quad \phi_2 = \frac{\beta_1 \beta_2}{1 + \beta_1 + \beta_1 \beta_2}. \]

(2)

where \( \beta_i = q_i / p_i \) for \( i = 1, 2 \).

Let \( c(x_1, x_2, a_1, a_2) \) denote the immediate expected cost of taking action \((a_1, a_2)\) in state \((x_1, x_2)\). The expected cost for the patients who will occupy the ICU during the next period is equal to the expected number of ICU patients who will transition to state 0 in the next time period, i.e., \((x_1 - a_1)q_1\). The expected cost for the discharged stage \( i \) patients is \( a_i \phi_i^G \) since each discharged patient will end up in stage 0 with probability \( \phi_i^G \). Note that this second portion of the cost is
the expected lump-sum cost of discharging stage $i$ patients, the expected cost that will eventually incur, not the immediate cost. However, for our analysis, we can equivalently assume that this cost will incur immediately since we know that if the patient enters state 0 eventually, this will happen within some finite time period with probability 1. The total immediate expected cost then can be written as

$$c(x_1, x_2, a_1, a_2) = a_1 \phi_1^G + a_2 \phi_2^G + q_1(x_1 - a_1).$$

Note that while a hospital could possibly also have financial considerations when making patient admit/discharge decisions particularly under non-emergency conditions, in this paper, in parallel with our focus on periods during which there is excessively high demand, we restrict our focus to policies that aim to minimize the number of deaths.

Let $P(a_1, a_2)(x_1, x_2, y_1, y_2)$ denote the probability that the system will transition to state $(y_1, y_2)$ from state $(x_1, x_2)$ when action $(a_1, a_2)$ is chosen. Then, we have $P(a_1, a_2)(x_1, x_2, y_1, y_2) = P(y_1, y_2|x_1 - a_1, x_2 - a_2)$, where $P(y_1, y_2|x_1, x_2)$ denotes the probability that given that there are $x_1$ stage 1 patients and $x_2$ stage 2 patients at a decision epoch after that epoch’s action is taken, there will be $y_1$ stage 1 patients and $y_2$ stage 2 patients at the beginning of the next decision epoch. Specifically,

$$P(y_1, y_2|x_1, x_2) = \sum_{u=0}^{x_1} \sum_{d=0}^{x_2} P_1\{x_1, u, d\} P_2\{x_2, x_1 + x_2 - d - y_1 - y_2, y_1 - (x_1 - u - d)\}$$

$$+ \lambda_1 \sum_{u=0}^{x_1} \sum_{d=0}^{x_2} P_1\{x_1, u, d\} P_2\{x_2, x_1 + x_2 - d - (y_1 - 1) - (y_1 - 1) - (x_1 - u - d)\}$$

$$+ \lambda_2 \sum_{u=0}^{x_1} \sum_{d=0}^{x_2} P_1\{x_1, u, d\} P_2\{x_2, x_1 + x_2 - d - (y_2 - 1), y_1 - (x_1 - u - d)\},$$

where $P_i\{x_i, u, d\}$ is the probability that of the $x_i$ stage $i$ patients, $u$ of them will transition to stage $i+1$ and $d$ of them will transition to stage $i-1$, i.e.,

$$P_i\{x_i, u, d\} = \begin{cases} \frac{(x_i)}{a_i} \frac{(x_i-u)}{d_i} q_i^d i^u \times i^u d_i, & \text{for } u, d \geq 0 \text{ and } u + d \leq x_i \\ 0, & \text{otherwise.} \end{cases}$$

A policy $\pi$ maps the state space $S$ to the action space $A$. We use $\Pi$ to denote the set of feasible stationary discharge policies. Let $N_\pi(t)$ and $N_\pi^G(t)$ respectively denote the number of patients who
enter stage 0 by time \( t \) in the ICU and in the general ward. Then \( J^\pi(x) \), the expected long-run average cost under policy \( \pi \) given the initial state \( x \), can be expressed as

\[
J^\pi(x) = \lim_{t \to \infty} \frac{1}{t} E\left[ N_\pi(t) + N^G_\pi(t) | x \right].
\]

Our objective is to obtain an optimal policy \( \pi^* \) such that \( J^{\pi^*}(x) \leq J^\pi(x) \) for any \( \pi \in \Pi \) and \( x \in S \).

Note that this MDP is unichain with finite state and action spaces, hence the above limit exists and is independent of the initial state \( x \) (see, e.g., Theorem 8.4.5 of Puterman (2005)). We also know that there exists a bounded function \( h(x_1, x_2) \) for \((x_1, x_2) \in S \) and a constant \( g \) satisfying the optimality equation

\[
h(x_1, x_2) + g = \min_{(a_1, a_2) \in A(x_1, x_2)} \left\{ c(x_1, x_2, a_1, a_2) + \sum_{(y_1, y_2) \in S} P(a_1, a_2)(x_1, x_2, y_1, y_2)h(y_1, y_2) \right\}, \tag{3}
\]

and there exists an optimal stationary policy \( \pi^* \) such that \( g = J^{\pi^*}(x) \) and \( \pi^* \) chooses an action that maximizes the right-hand side of (3) for each \((x_1, x_2) \in S \).

**4. Single-bed ICU**

In this section, we consider the case where \( b = 1 \), i.e., there is a single ICU bed. The objective of this analysis is to generate insights into situations where ICU capacity is severely limited. It will also provide support for one of the heuristic policies we propose in Section 6.

When \( b = 1 \), at any decision epoch there are at most two patients under consideration, the patient who is currently occupying the bed (if there is one) and the patient who has just arrived for possible admission (if there was an arrival). Restricting ourselves to non-idling policies, (i.e., the bed is never left empty when there is demand), we investigate the question of which of the two patients to admit to the ICU. (An implicit assumption here is that ICU is the preferred environment for the patients. This is a reasonable assumption to make, but nevertheless in the next section, we identify conditions under which this is true in our mathematical formulation.) Specifically, there are two stationary policies to compare, \( \bar{\pi}_1 \), the policy that discharges the stage 1 patient and \( \bar{\pi}_2 \), the policy that discharges the stage 2 patient when the choice is between a stage 1 and a stage 2
patient. Under any of the two policies, when there are two patients in the same stage, the choice between the two is arbitrary. Let $J_{\bar{\pi}_k}$ for $k \in \{1, 2\}$ denote the long-run average cost under policy $\bar{\pi}_k$.

The following proposition provides a comparison of the performances of the two policies, which accounts for both the incremental survival benefit and the required ICU length of stay (LOS) when making prioritization decisions. We first let $L_i$ denote the expected ICU LOS for a patient admitted to the ICU in stage $i$ and is never early discharged in either stage 1 or 2. Then, $L_i$ can be obtained by solving the equations $L_1 = 1 + \frac{r_1 L_1 + p_1 L_2}{p_1 p_2 + q_1 p_2 + q_1 q_2}$ and $L_2 = 1 + \frac{q_2 L_1 + r_2 L_2}{p_1 p_2 + q_1 p_2 + q_1 q_2}$, which gives us

$$\begin{align*}
L_1 &= \frac{p_1 + p_2 + q_2}{p_1 p_2 + q_1 p_2 + q_1 q_2}, \\
L_2 &= \frac{p_1 + q_1 + q_2}{p_1 p_2 + q_1 p_2 + q_1 q_2}.
\end{align*}$$

(4)

**Proposition 1.** Suppose that $b = 1$, i.e., there is a single ICU bed, and the ICU admission decision is between a stage 1 and stage 2 patient. Also assume without loss of generality that $\phi_i^G - \phi_i \geq \phi_{3-i}^G - \phi_{3-i}$ for some fixed $i \in \{1, 2\}$. Then, we have

(a) if $\frac{\phi_i^G - \phi_i}{L_i} \geq \frac{\phi_{3-i}^G - \phi_{3-i}}{L_{3-i}}$, then it is optimal to admit the patient in stage $i$, i.e., $J_{\bar{\pi}_i} \geq J_{\bar{\pi}_{3-i}}$;

(b) if $\frac{\phi_i^G - \phi_i}{L_i} < \frac{\phi_{3-i}^G - \phi_{3-i}}{L_{3-i}}$, then it is optimal to admit the patient in stage $i$, i.e., $J_{\bar{\pi}_i} \geq J_{\bar{\pi}_{3-i}}$, if and only if

$$\lambda \leq \frac{(\phi_i^G - \phi_i) - (\phi_{3-i}^G - \phi_{3-i})}{L_i} + \frac{[L_i (\phi_{3-i}^G - \phi_{3-i}) - L_{3-i} (\phi_i^G - \phi_i)]}. \quad (5)$$

The difference $\phi_i^G - \phi_i$ can be seen as the benefit of staying in the ICU instead of the general ward for a stage $i$ patient. From system optimization point of view, we can call the patients with larger $\phi_i^G - \phi_i$ as “high-value” patients. On the other hand, the ratio $\frac{\phi_i^G - \phi_i}{L_i}$ can roughly be seen as the per unit time benefit of keeping a patient who arrives in stage $i$ in the ICU at all times and thus we can call the patients with the larger $\frac{\phi_i^G - \phi_i}{L_i}$ as “high-value-rate” patients. Then, according to Proposition 1 (a), if stage $i$ patients are both high-value and high-value-rate patients, they should be preferred over stage $3-i$ patients. As Proposition 1 (b) implies, in order for stage $i$ patients to be preferable, it is not sufficient for them to be high-value. If they are high-value patients but not high-value-rate, then they are preferable only if the arrival rate is sufficiently small. This is because
when the arrival rate is small, having a limited bed capacity is less of a concern and thus in that case the value is the dominating factor. However, when the arrival rate is large, the lengths of stay are important as they would be a key factor in the availability of the ICU beds for new patients. As a result the rate with which the value incurs becomes the dominant factor.

These results point to the importance of taking into account the ICU load when making patient admission/early discharge decisions and prioritizing one patient over the other. In short, what may be the “right” thing to do for one particular ICU may not be right for another. For ICUs with relatively ample capacity, it might be best to focus on identifying patients who will benefit most from ICU care and admit them without being overly concerned about how long they will stay. However, for highly loaded ICUs, the decision is more complicated and the anticipated length of stay should be part of the decision. In the following section, we investigate this question further by analyzing dynamic decisions in a model where the number of beds in the ICU can take any finite value.

5. Analysis of the multi-bed ICU model

In this section, we consider the long-run average cost optimization problem with optimality equations given in (3). An optimal action in any particular state is the one that achieves the minimum in the optimality equation. We denote the set of optimal actions in state \((x_1, x_2)\) by \(A^*(x_1, x_2)\):

\[
A^*(x_1, x_2) = \left\{ (\bar{a}_1, \bar{a}_2) \in A(x_1, x_2) : c(x_1, x_2, \bar{a}_1, \bar{a}_2) + \sum_{(y_1, y_2) \in S} P(\bar{a}_1, \bar{a}_2)(x_1, x_2, y_1, y_2) h(y_1, y_2) = \min_{(a_1, a_2) \in A(x_1, x_2)} \left\{ c(x_1, x_2, a_1, a_2) + \sum_{(y_1, y_2) \in S} P(a_1, a_2)(x_1, x_2, y_1, y_2) h(y_1, y_2) \right\} \right\}.
\]

Since the state space and action space are finite and costs are bounded, \(A^*\) is non-empty. In general, the set \(A^*(x_1, x_2)\) can have more than one element. However, for convenience, we adopt the following convention for picking one action from the set and refer to it as the optimal action for state \((x_1, x_2)\). Specifically, we define the optimal action \(a^*(x_1, x_2) = (a_1^*(x_1, x_2), a_2^*(x_1, x_2))\), where

\[
a_1^*(x_1, x_2) = \min\{\bar{a}_1 : (\bar{a}_1, \bar{a}_2) \in A^*(x_1, x_2)\}, \quad \text{and} \quad a_2^*(x_1, x_2) = \min\{\bar{a}_2 : (a_1^*(x_1, x_2), \bar{a}_2) \in A^*(x_1, x_2)\}.
\]
Thus, if there are multiple actions for any given state, we choose the one that discharges as few stage 1 patients as possible; if there are multiple such actions then among those, we choose the one that discharges as few stage 2 patients as possible.

Theorems 1, 2, and 3 presented in this section below characterize the structure of the optimal policy. The proofs of these theorems are provided in the Appendix, where we first analyze the system with the objective of minimizing expected total discounted cost and establish some analytical properties, which serve as a stepping stone to our main results for the long-run average case.

5.1. Optimality of non-idling ICU beds.

The non-idling policies are defined as the policies that will always allocate an ICU bed to a new arriving patient and never discharge an ICU patient to the general ward when there are ICU beds available. We first identify conditions under which there exists an optimal policy, which is non-idling.

**Theorem 1.** Suppose that $\beta_i < \beta^G_i$ for $i = 1, 2$. Then, there exists a stationary average-cost optimal policy, which is non-idling, i.e., a policy under which it is never optimal to leave an ICU bed empty whenever there is a patient in need of treatment.

Comparing $\beta_i$ with $\beta^G_i$ can be seen as one way of assessing the potential benefit of ICU over the general ward for stage $i$ patients. The condition $\beta_i < \beta^G_i$ for $i = 1, 2$ essentially means that the ratio of the probability of a patient getting worse to the probability of a patient getting better over the next time step is smaller in the ICU for all the patients. Theorem 1 states that this condition is sufficient to ensure the existence of an optimal policy that admits patients of either stage to the ICU as long as there is an available bed. There are examples that show that when this condition does not hold, the optimal policy is not necessarily non-idling meaning that the ICU would only accept patients from a particular stage only choosing to keep some of the ICU beds empty even when there is demand from patients of the other stage.
5.2. General structure of the optimal policy.

Since we restrict ourselves to the set of non-idling policies, which we know contains an optimal policy under the assumption that $\beta_i < \beta_i^G$ for $i = 1, 2$, we only need to investigate the optimal actions for states $(x_1, x_2)$ such that $x_1 + x_2 = b + 1$ and $x_1, x_2 > 0$, i.e., when all ICU beds are currently occupied, a patient has just arrived, and there are patients from both stages (including the patient who has just arrived). As we describe in the following theorem, it turns out that the optimal decision has a threshold structure.

**Theorem 2.** Suppose that $\beta_i < \beta_i^G$ for $i = 1, 2$. Then, there exists a threshold $x^* \in [1, b + 1]$ such that for any state $(x_1, x_2)$ with $x_1, x_2 > 0$ and $x_1 + x_2 = b + 1$, we have

$$a^*(x_1, x_2) = \begin{cases} (1, 0) & \text{if } x_1 \geq x^* \\ (0, 1) & \text{if } x_1 < x^*. \end{cases}$$

According to Theorem 2, when the non-idling condition holds and when the system conditions are so that one of the patients has to be admitted to the general ward because of a fully occupied ICU, whether or not that patient should be a stage 1 or stage 2 patient depends on the health conditions of all the patients in the ICU. Specifically, if the number of stage 1 (stage 2) patients in the ICU is above a particular threshold value, then one of the stage 1 (stage 2) patients should be admitted to the general ward. In other words, if there are sufficiently many stage 1 patients, the preference should be for a stage 2 patient; otherwise the preference should be for a stage 1 patient.

It is important to note that while $x^*$ can take one of the boundary values of 1 or $b + 1$ (both of which would imply that the policy is in fact not dependent on the composition of the patients) there are examples that show that it can also take values in between. This means that there are indeed certain settings in which the optimal policy is state-dependent. This might seem somewhat surprising at first because the implication is that if there are two specific patients, A and B, one of them being in stage 1 the other in stage 2, and only one of them can be admitted to the ICU, whether we choose A or B depends on the health stages of all the patients in the ICU, not just A
and B. Given that this decision will not impact other patients’ survival chances and patient A’s and B’s survival chances do not depend on the other patients in the ICU, why should our choice between A and B depend on the other patients?

To answer the question above, in light of our analysis of the single-bed case, consider the two important factors that go into the decision of which patient to admit: expected net ICU benefit, which we would like to be as high as possible and expected length of stay, which we would like to be as small as possible. The expected length of stay is important because it directly affects the bed availability for the future patients. In particular, it affects the probability that a bed will be available the next time there is a patient seeking admission to the ICU. However, whether or not a bed will be available for the next patient (and patients thereafter) depends on the length of stay for not just Patient A and Patient B but all the patients in the ICU.

Now, consider two extreme cases, one in which patients other than A and B all have very short expected lengths of stay and one in which they all have long expected lengths of stay. In the former case, there is a good chance for a bed to be available soon even if we ignore A and B, and this, when choosing between A and B, will make the expected lengths of stay for A and B far less important compared with the latter case. Thus, in the former case, whoever has the larger expected benefit, will be (most likely) admitted to the ICU. In the latter case, however, the decision is more complicated and in order to make a bed available for the next patient with a higher probability, it might actually be preferable to admit the patient with the smaller expected net benefit if that patient’s expected length of stay is shorter. In general, one can then see that, as the composition of the patients in the ICU changes, future bed availability probability changes and this in turn results in shifting preferences for the patient to be admitted. More specifically, as Theorem 2 implies, there is an ideal mix of patients (a certain number of stage 1 patients and a certain number of stage 2 patients), which hits the “right” balance between the expected benefit and the future bed availability, and the optimal policy continuously strives to push the system to that level by employing a threshold-type policy.
Given the explanation above, it would be reasonable to expect that Patient A should always be preferred over Patient B regardless of the patient composition in the ICU if the expected benefit for Patient A is larger than that of Patient B and the expected length of stay for Patient A is smaller than that of Patient B. We can indeed prove that is the case as we formally state in the following theorem.

**Theorem 3.** Suppose that \( \beta_i < \beta_i^G \) for \( i = 1, 2 \), and for some fixed \( k \in \{1, 2\} \)

\[
\phi_k^G - \phi_k < \phi_{3-k}^G - \phi_{3-k} \quad \text{and} \quad L_k \geq L_{3-k}. \tag{6}
\]

Then, for any state \((x_1, x_2)\) such that \( x_1 + x_2 = b + 1 \), we have \( a^*(x_1, x_2) = (a_1^*, a_2^*) \) with \( a_k^* = 1 \) and \( a_{3-k}^* = 0 \).

Theorem 3 states that if a particular health stage is associated with a lower expected ICU benefit and longer expected length of ICU stay, then a patient from that health stage should be admitted to the general ward when the demand for the ICU exceeds the ICU bed capacity. In this case, the optimal policy is simple since one of the two stages can be designated as the higher priority stage regardless of the system state. The result makes sense intuitively. If Patient A will benefit more from the ICU bed compared to Patient B and Patient A will also vacate the bed more quickly for the use of the future patients, there is no reason why the bed should be given to Patient B.

### 6. Simulation study

In Sections 4 and 5, we analyzed relatively simplified formulations with the objective of generating insights and coming up with heuristic methods, which are flexible enough to be used under more general and realistic conditions. In this section, we have two main goals. First, to demonstrate how one can construct heuristic policies based on our analysis assuming that we know how health status of patients evolve in the ICU and in the general ward and propose specific policies for the assumed evolution model. And second, to report the findings of our simulation study where we investigated how the policies we generated perform. We start with describing the evolution model used as the testbed in our simulation model.
6.1. Simulation model

Given what is known in the medical literature, it is not possible to construct a detailed, realistic model for describing how each patient’s health status evolves in and outside the ICU. This obviously poses a significant challenge in reaching the two goals outlined above. While our mathematical model, which assumes two health stages for the patients and possible transitions between the two stages, broadly captures what happens in practice and is in fact in line with the only proposed classification protocol developed (see Christian et al. (2006)), it is also very likely that the model, with its mathematically convenient construction like having Markovian transition probabilities, fails to capture some of the features that one might see in reality. For example, two patients might be in the same “health stage” with respect to some objective criteria (one can think of a classification based on the SOFA score as used by Christian et al. (2006)) but assuming they would have the same stochastic evolution in the future could be an oversimplification if, for instance, one of the patients has just arrived and the other patient has been in the ICU for hours or one of the patients’ health status has been gradually improving suggesting a positive trend while the other’s health has been declining. Thus, there are a number of ways our mathematical model can be generalized in order to make it more “realistic.”

When developing a simulation model, mathematical tractability is obviously not a concern. There is not a technical challenge in simulating a model that is much more complex than our mathematical model. Thus, we could potentially consider a highly detailed model for patient health status and transitions allowing for instance multiple stages with non-Markovian and transition probabilities, which depend on the amount of time the patient has spent in his/her current stage. The problem, however, is that a model that is seemingly more realistic in structure could in fact give us scenarios that are less realistic. This is largely because there are no data that could be used to estimate the parameters of a complex model. In the absence of data for parameter estimation, one way of testing heuristics is, as we also do in our simulation study, to generate real-life scenarios randomly while ensuring that the generated scenarios satisfy at least certain conditions one would expect to hold.
in reality and test the heuristics under each scenario. But the size of the set of possible scenarios that can be generated through this approach will be larger when there are more parameters to estimate and it will be increasingly more likely to end up with unrealistic estimates for transition probabilities in the generated scenarios. Therefore, when choosing the simulation model our goal was to try to include some of the realistic features that were ignored in the mathematical model while ensuring that the model’s complexity did not reach a level that would seriously impact the plausibility of the estimated values for transition probabilities. In the following, we describe the simulation model we used in detail. It is important to note that while we believe that the model is a reasonable compromise in consideration of the challenge discussed above, it is by no means the only such model one can use.

The patient health status evolution model we used in our simulation study is depicted in Figure 2. The model assumes four levels of “criticality” but also takes into account the direction of the last transition for the intermediate two criticality levels. Explicit consideration of the last transition makes it possible to at least partially capture the effect of trend in the evolution of patients’ health status. More specifically, we assume that at any point in time patients in the ICU or the general ward belong to one of the six stages \( \{1, 2H, 2L, 3H, 3L, 4\} \), where stages 1 and 4 denote the most critical and the least critical levels, stages 2H and 3H denote the intermediate criticality levels for patients whose health condition has been declining (i.e., the last transition was from a healthier stage) and stages 2L and 3L denote the intermediate criticality levels for patients whose health condition has been improving (i.e., the last transition was from a less healthy stage). Within one time period, which is assumed to be one hour (and thus one day consists of 24 time periods), the health condition of patients in stage \( i \in \{1, 2H, 2L, 3H, 3L, 4\} \) can improve with probability \( p_i \), e.g., change in the direction \( 1 \rightarrow 2L \rightarrow 3L \rightarrow 4 \rightarrow 5 \), or decline with probability \( q_i \), e.g., change in the direction \( 4 \rightarrow 3H \rightarrow 2H \rightarrow 1 \rightarrow 0 \), or stay the same with probabilities \( r_i = 1 - p_i - q_i \). Stages 0 and 5 are two absorbing stages where 0 corresponds to death and 5 corresponds to survival.

As we already explained above, when choosing the values for transition probabilities, rather than setting them completely randomly, we set them in a way that the system at least conforms to what
we know from the medical literature. Several articles in the literature provide estimates on ICU length of stay and survival probabilities. One could potentially choose the estimates in any one of these articles to construct different scenarios. However, in line with our focus on situations where the ICU experiences an extremely high demand over a long period of time, we chose to use the estimates that are provided by Kumar et al. (2009), which are based on data obtained in Canada during the 2009 H1N1 influenza outbreak. Kumar et al. (2009) found that the average mortality rate in the ICU was approximately 17% and the average length of stay in the ICU was 12 days. Therefore, we randomly generated scenarios so that the expected ICU death probability over all the scenarios is approximately 0.17 and the expected length of stay (with no early discharge) for the same is approximately $24 \times 12 = 288$ hours. In addition, we also ensured that the generated scenarios satisfied the condition that patients who are previously in “healthier” stages are more likely to get “better”.

There is of course more than one way for randomly generating the values for the twelve transition probabilities even when one enforces the expected length of stay and the mortality rate to be fixed but in our study we used the following approach: we first identified a baseline setting that conforms to the description above and then randomly generated scenarios around this baseline. More specifically, we set $\vec{p} = (0.0133, 0.0267U_{2L}, 0.0267U_{2H}, 0.0133U_{3L}, 0.0133U_{3H}, 0.01)$ and $\vec{q} = (0.006, 0.0083V_{2L}, 0.0083V_{2H}, 0.01V_{3L}, 0.01V_{3H}, 0.0133$) where $U_{2L}, U_{3L}, V_{2H}, V_{3H}$ are independent.
random variables each uniformly distributed over \((0.5, 1)\), and \(V_{2L}, V_{3L}, U_{2H}, U_{3H}\) are independent random variables each uniformly distributed over \((1, 1.5)\). (Note that the baseline level corresponds to the case where each random variable is set to 1.)

Kumar et al. (2009) do not provide any estimates on what the survival probabilities for the ICU patients would be if they were treated outside the ICU. In the absence of such estimates, recognizing that the condition of patients treated in non-ICU wards would be more likely to become worse and less likely to become better, for each \(i \in \{1, 2H, 2L, 3H, 3L, 4\}\), we obtained \(q_i^G\) by multiplying \(q_i\) by a random coefficient uniformly distributed over \((1, 2)\), and \(p_i^G\) by multiplying \(p_i\) by a random coefficient uniformly distributed over \((0.5, 1)\).

In the simulation study, we focused on a time period during which the hospital experiences the flu season. To model patient arrivals realistically, we used Centers for Disease Control (CDC) flu season reports as well as FluSurge 2.0, the influenza patient demand prediction tool developed by CDC. As one can observe from Figure A1 in the Appendix, the flu season typically starts with a period where the arrival rate is mostly stationary, which is followed by an outbreak period, and ends with another stationary period. We considered a 36-week time period where during the first 12 weeks and the last 12 weeks patient demand is stationary (with an arrival probability of \(\lambda_{st}\) in each time period) while the outbreak and the non-stationary demand period is observed during the middle 12 weeks. According to the default scenario assumed by FluSurge 2.0, in this middle 12-week period, the Daily Percentage Change in Demand (DPCD) (i.e., percentage change in the expected number of new patient arrivals) is 3\% during the first 6 weeks and \(-3\%\) during the next 6 weeks. In our study, we considered two different settings, one with DPCD value of 3\%, and the other with 5\% (six weeks of increase followed by six weeks of decrease with the same absolute value for the rate). For the baseline stationary arrival rate, which the ICU observes during the first 12 weeks and the last 12 weeks, we considered three different levels. Specifically, we let the ICU load \(\rho_{st} \overset{\Delta}{=} \lambda_{st} E[L]/b\) (where \(b\) is the number of ICU beds) to be either 0.5, 0.8, or 1. The choice of baseline load on the ICU also determines the overall demand level during the outbreak
period since the arrival rates of patients will increase starting from these baseline levels. As for
the health stages for the new patients, rather than assuming that they all come in a given state,
we assumed that there is patient heterogeneity. Specifically, letting \( \theta_i \) denote the probability
that the initial health stage for an incoming random patient is \( i \), when generating scenarios, we let
\[
\theta_i = \frac{(U_A^i + 1)}{\sum_{j \in \{1L, 2L, 3L, 2H, 3H, 4\}} (U_A^j + 1)} \text{ where } U_A^i \sim U(0,1)
\]

for each stage \( i \).

We assumed that the ICU has 20 beds for our simulation study. (Note that the choice of a 20-bed
ICU together with the three different load levels we consider in our study are consistent with the
range of possible demand predictions of FluSurge 2.0 and a typical population/ICU bed ratio in
the US.) We also assumed that, as in the mathematical model, there is no limit on the number
of patients who can be accommodated in the general ward. (Note that while general ward beds
are also limited in numbers in reality, they are more widely available than ICU beds and the key
issue typically is the effective management of ICU beds.) However, in the simulation model, in
accordance with commonly observed practice, we assumed that when a bed becomes available in
the ICU and there are patients in the general ward, one of those patients is admitted to the newly
vacated bed. With this feature, the simulation model allows the possibility of readmitting patients
who were previously discharged from the ICU to the general ward back to the ICU and having
patients who find the ICU full to queue up in the general ward for possible admission later on.

6.2. Proposed policies and benchmarks

In this section, we propose policies which are based on our mathematical analysis but are meant
to be used in the more general construction assumed in the simulation model. By doing that, we
will also be illustrating more generally in what way our mathematical results and insights can be
used to develop heuristics that can be used under any future patient health evolution model that
is supported by medical research and data.

The first two policies described below are included mainly because they can serve as benchmark
policies and do not necessarily represent policies that are used in practice.
First-Come-First-Served (FCFS): Patients are admitted to the ICU beds in the order they arrive. None of the patients are early discharged to the general ward when a new patient finds the ICU full. In such a case, the patient is admitted to the general ward and waits for an opening in the ICU. When a patient in the ICU leaves (as a result of death or survival), among the patients who are still in the general ward, the one who was first admitted to the general ward is admitted to the newly vacated bed in the ICU. This policy would clearly capture the policy of not being proactive about making the best possible use of the ICU and opting for a policy, which could largely be considered as “fair” rather than aiming to maximize “the greatest good for the greatest number.” While it would be incorrect to claim that this is the policy in practice (since there is no strict adherence to FCFS in reality), it at least has a very clear practical interpretation and can serve as a useful benchmark. Given that it is not possible to formally define how decisions are made in practice (as there is no established protocol) and include it as a benchmark in our study, comparison with respect to FCFS would give at least some idea about how the policies we propose fare against a policy which has a clear interpretation in practice and its performance could possibly be somewhat close to the performance in real life at least when initiatives to early discharge patients are not taken very frequently.

Random Discharge Policy (RDP): Under this policy, if the ICU is fully occupied when a patient arrives one of the patients among the patients already in the ICU and the patient who has just arrived is randomly chosen and transferred to the general ward. When a patient in the ICU leaves (as a result of death or survival), one of the patients in the general ward is randomly chosen for admission to the newly vacated bed.

Greedy Policy (GP): This is an index policy, which gives priority according to the order determined by the differences, $\phi^G_i - \phi_i$, where $\phi_i$ and $\phi^G_i$ denote the probability of death in the ICU and the general ward, respectively, for a patient in health stage $i$. Whenever an arriving patient finds the ICU full, the policy discharges the patient whose survival probability will have the smallest drop as a result of being treated in the general ward as opposed to the ICU. Similarly, when a
patient leaves the ICU (as a result of death or survival), among the patients in the general ward, the patient with the most to benefit is chosen. Note that based on our mathematical analysis of the single-bed scenario, specifically Proposition 1, it might be reasonable to expect that GP would perform well when the patient demand is relatively low but when demand is high, as we assume in our simulation study, because the policy ignores the expected lengths of stay, we would not expect the policy to perform well.

**Ratio Policy (RP):** This is an index policy, which gives priority according to the order determined by the differences, \((\phi_i^2 - \phi_i)/L_i\) where \(L_i\) is the expected length-of-stay for patients in health stage \(i\). Whenever an arriving patient finds the ICU full, the policy discharges one of the patients with the smallest expected drop in the survival probability divided by the expected length of ICU stay. Similarly, when a patient leaves the ICU (as a result of death or survival), among the patients in the general ward, the patient with the largest value of \((\phi_i^2 - \phi_i)/L_i\) is chosen. Our mathematical analysis provides strong support for this heuristic particularly when demand is high and thus one would expect good performance from this policy in the simulation study. Specifically, Proposition 1, which assumes the simplistic single-bed setting finds that this policy is optimal when the arrival rate is sufficiently high. For the multi-bed scenario, we know from Theorem 2 that the optimal policy has a threshold structure, which would still be in line with RP but we also have examples that show that RP is not optimal in general and that the optimal policy is state-dependent. Nevertheless, Theorem 3 finds that under a condition for which RP and GP would be in complete agreement, RP would be optimal.

An important assumption underlying GP and RP is that we can observe each patient’s health stage precisely. Practically, however, this may not be possible. Patients could still be evolving according to some more sophisticated transition probability structure like the one we assumed in the simulation model but we might only be able to do some rough classification and make decisions accordingly without knowing precisely in which health stage each patient is in. In fact, this would most likely be the case at least in the foreseeable future as it is very difficult if not impossible to
come up with a classification system that perfectly captures patient evolution at a very detailed level. To get a sense of how the policies we propose would perform in such a case, we also consider “aggregated” versions of GP and RP. They are aggregated in the sense that, as shown in Figure 3, if the patient is in one of the health stages 1, 2H, or 2L, the decision maker knows that the patient is in one of these stages but not the exact health stage. Thus, the decision maker assumes that the patient is in some aggregated stage $A_1$. Similarly, if the patient is in one of the health stages 3H, 3L, or 4, the decision maker, not knowing the exact health stage of the patient, assumes that the patient is the aggregated stage $A_2$. This means that the decision maker puts patients in one of two health stages only as in the case of our mathematical formulation. This allows us to consider a setting where the “reality” is complicated (as described in the simulation study) but the decision maker follows the policies suggested by our mathematical analysis. Note that using the aggregated stages requires estimation of transition probabilities among the aggregated stages $A_1$ and $A_2$ as well as the death and survival stages 0 and 5. We explain how the decision maker makes this estimation in Appendix A5.3.

**Figure 3** Aggregated two-stage transition diagram for patient evolution in the ICU.

**Aggregated Greedy Policy (AGP):** This policy is the same as GP except that the policy is applied over the aggregated classifications. When a patient from a particular aggregated stage is to be discharged or admitted from the general ward, one of the patients from that aggregated health stage is chosen randomly.

**Aggregated Ratio Policy (ARP):** This policy is the same as RP except that the policy is applied over the aggregated classifications. As in the case of AGP, when a patient from a particular
aggregated stage is to be discharged or admitted from the general ward, one of the patients from that aggregated health stage is chosen randomly.

**Aggregated Optimal Policy (AOP):** When there are two health stages only and under the additional assumption that when there are no patient readmissions from the general ward, we can determine the optimal policy by solving the MDP formulation described in Section 5. AOP basically uses the actions this optimal policy suggests. As in the cases of AGP and ARP, AOP randomly picks among the patients who belong to the same aggregated health stage.

### 6.3. Results of the simulation study

In the simulation study, we considered two different DPCD values (3% and 5%), and three different levels for the baseline ICU load (0.5, 0.8, and 1) as described in Section 6.1. Thus, in total, we considered six different combinations. The performance measure for each policy $\pi$ (described in Section 6.2) was chosen to be the mortality rate, $M_\pi$, which we define to be the percentage of deaths among the patients who arrived at the ICU for possible admission during the 36-week period. We generated 30 different transition probability scenarios for each one of the six DPCD-load pairs as described in Section 6.1 and ran 100 replications for each scenario. In each replication, we randomly determined the initial state of the system. Specifically, we generated a random integer between 0 and $b$ to set the number of patients initially in the ICU, and the health stage $i$ of each patient is determined using the probability distribution $\{\theta_i, i \in \{1, 2L, 2H, 3L, 3H, 4\}\}$.

Using simulation results, we made pairwise performance comparisons between RP and every other policy. Specifically, we calculated the mean value for $M_\pi - M_{RP}$ for every policy $\pi$ (over the 100 replications) for each scenario and constructed a 95% confidence interval for the mean difference. In Figures 4, 5, and 6, we provide these confidence intervals along with the box plots, where we also indicate the 1st and 3rd quantiles, the minimum, and the maximum values.

From the figures, we can observe that RP has a superior performance overall when compared with the other policies. The good performance of RP is evident particularly when the comparison is made with respect to benchmark policies FCFS and RDP as well as GP and AGP and the
Figure 4  Pairwise comparisons of the differences in average mortality rates between other policies and RP for each scenario with $\rho_{st} = 0.5$, where average is taken over 100 replications.

Figure 5  Pairwise comparisons of the differences in average mortality rates between other policies and RP for each scenario with $\rho_{st} = 0.8$, where average is taken over 100 replications.

load on the ICU is very high. Given our mathematical analysis, the effect of system load on the performance of RP is not surprising. As we discussed before, when the system load is high, policies like GP, which exclusively takes into account the immediate benefit for the patients while ignoring system level factors such as the expected length of stay for the patients are more likely to perform badly.
Figure 6  Pairwise comparisons of the differences in average mortality rates between other policies and RP for each scenario with $\rho_{st} = 0.5$, where average is taken over 100 replications.

If we compare RP with the aggregated type policies ARP and AOP when the system load is low (see Figure 4), we observe that despite the fact that RP appears to have a slight edge, the performance difference is not statistically significant. Only when the system load is high (with large $\rho_{st}$ and DPCD value) RP appears to perform statistically better than the two policies (see Figures 5 and 6). Note that this comparison is important because as we discussed in Section 6.2, the model with which we are making decisions (e.g., our mathematical model) could be simpler than the “reality” (e.g., our simulation model as we assume in this paper). In particular, as the decision maker, we may not even know which specific health stage the patient is in but could only have some rough idea about the patient’s health condition. With this comparison, we see that there is a benefit to knowing the health conditions of the patients in more detail when the system is heavily loaded. It appears however that despite the statistical significance, the magnitude of the difference appears to be low. The largest difference between the mean mortality rates (under RP vs. AOP or ARP) is about one percent. Such a difference could admittedly be very important given that it would roughly imply saving one more patient out of every 100 patients by using RP but it is still encouraging to know that this difference, which would be unavoidable if the detailed health stage is not observable, is much smaller than what one would get under the benchmarks.
The reader should nevertheless be reminded that this interpretation is made under the assumption that the “reality” is as described in the simulation model. It is not clear how the aggregate-type policies would perform if the “reality” was in fact much more complex requiring a higher degree of aggregation than what we had to do to implement AGP, ARP, and AOP in this paper.

Finally, it is important to note that while estimation of transition probabilities is a significant challenge in practice, all the policies we propose except for AOP and in particular RP and ARP, only require estimation of the expected net benefits and the expected lengths-of-stay for each health stage, not the transition probabilities. This conditional independence from transition probabilities suggest that these policies can be applied and would likely perform well even if the patient health conditions evolve differently from what we assumed for the simulation study. In other words, these policies provide a way out of the difficulty of identifying the “correct” transition formulation in practice since they only make use of the very basic estimates for the patients.

7. Conclusions

Many studies reported that the number of ICU beds in many parts of the US and the rest of the world are in short supply to sufficiently meet the daily ICU demand. It is frequently the case that a patient who is relatively in a less critical condition is discharged early to make room for another patient who is deemed more critical. While this bed shortage problem arises even under daily operating conditions it is natural to expect the problem to get worse in case of an event like an influenza epidemic, which causes a significantly increased number of patients in need of an ICU bed. It is thus highly important to investigate how ICU capacity can be managed efficiently by allocating the available beds to the patients in a way the greatest good is achieved for the greatest number of the patients. Our goal in this paper has been to provide insights into and to develop policies for making such allocation decisions.

What mainly sets our mathematical analysis apart from prior work is that in our model we allow the patients to move from one health stage to another while they are in the ICU or general ward and allocation decisions are made based on the patients’ updated health conditions. This
formulation captures an important feature of the actual problem and nicely fits with the triage protocol proposed by Christian et al. (2006). But more importantly, the model allowed us to push the analytical results further than it was possible for other models considered in prior work and in particular we were able to provide analytical results for the case where patients who have higher expected ICU benefits also have longer expected length of stay.

Our analysis of the single-bed scenario led to interesting insights into how optimal decisions depend on the patients’ expected ICU benefit, expected length of stay, and the patient load on the system. We found that when patients who are expected to benefit more from ICU treatment also have longer expected length of stay, those patients should get higher priority only if the overall patient demand is below a certain level. This is because when beds are in high demand, prioritizing those patients (who are expected to occupy the beds longer) would require turning too many patients away from the ICU that it becomes more preferable to adopt a policy that has quicker bed turnaround times even though the expected net benefit is smaller for every admitted patient. More generally, when the ICU has finitely many beds, we found that the optimal policy aims for an ideal mix in the ICU so as to hit the right balance between the overall expected net ICU benefit per patient and length of stay. That is, in general, the optimal policy for prioritizing among patients depends on the mix of customers in the ICU.

Considering the complexity of the actual decision problem we are interested in, the mathematical model we analyze in this paper is stylized. However, our results reveal several properties, which one might expect to be true even under conditions that are more general and when patient health evolution process is more complex than assumed in our mathematical model. The simulation study we conducted provided some support for this claim. The study revealed that when we allow readmissions from the general ward and we consider a more complex patient health evolution process, the policies developed based on the results of our mathematical analysis perform quite well. Admittedly, not enough is known about the ICU patients for us to be able to construct a very realistic mathematical description of patient evolution and thus the more complex model considered in the
simulation study is another simplification at best. Thus, the conjectures on the generalizability of the policies should be taken with a grain of salt. Nevertheless, our results provide some confidence that despite the complexity of the decision problem in practice, relatively simple policies might work well and the paper provides some useful guidance for what future research and data collection efforts should focus on in order to develop useful patient classification and triage protocols and ultimately decision support tools that can be implemented in practice.
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Online Appendix

This document provides the proofs of the analytical results and supplemental information for the simulation study.

Appendix A1: Proof of the analytical result in Section 4

Proof of Proposition 1. We first compute the cost functions under policy \( \pi_1 \) and \( \pi_2 \). When \( b = 1 \), the state space for the MDP is \( S = \{(0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (0, 2)\} \). Under both policy \( \pi_1 \) and \( \pi_2 \), we do not discharge the patient if there is only one patient who needs ICU care, i.e., \( a(x_1, x_2) = (0, 0) \) for \( (x_1, x_2) \in \{(0, 0), (0, 1), (1, 0)\} \). We discharge either one of the two patients when there are two patients of the same stage, i.e., \( a(2, 0) = (1, 0) \) and \( a(0, 2) = (0, 1) \). The only difference between these two policies is that in state \( (1, 1) \), we discharge a stage 1 patient under policy \( \pi_1 \) and we discharge a stage 2 patient under policy \( \pi_2 \).

Under either \( \pi_1 \) or \( \pi_2 \), the process can be modeled as a DTMC. Let \( X_n \) be the system state at the end of \( n \)th decision epoch. \( X_n \) takes values in \( S_D = \{0, 1, 2\} \), where state 0 means the ICU is empty and state \( i \in \{1, 2\} \) means the ICU is occupied by a stage \( i \) patient.

Let \( P_{ij}^1 \) denote the probability that the DTMC jumps from state \( i \) to \( j \) under policy \( \pi_1 \) for \( i, j \in \{0, 1, 2\} \). Then,

\[
\begin{align*}
P_{00}^1 &= \bar{\lambda} + \lambda_1 q_1 + \lambda_2 p_2, \\
P_{01}^1 &= \lambda_1 r_1 + \lambda_2 q_2, \\
P_{02}^1 &= \lambda_1 p_1 + \lambda_2 r_2, \\
P_{10}^1 &= (\bar{\lambda} + \lambda_1) q_1 + \lambda_2 p_2, \\
P_{11}^1 &= (\bar{\lambda} + \lambda_1) r_1 + \lambda_2 q_2, \\
P_{12}^1 &= (\bar{\lambda} + \lambda_1) p_1 + \lambda_2 r_2, \\
P_{20}^1 &= p_2, \\
P_{21}^1 &= q_2, \\
P_{22}^1 &= r_2.
\end{align*}
\]

Let \( u_i \) denote the long-run average probability that the DTMC is in state \( i \) for \( i = 0, 1, 2 \), then \( u_i \) can be obtained by solving the balance equations and normalization equation given by

\[
\begin{align*}
(\lambda_1 (1 - q_1) + \lambda_2 (1 - p_2)) u_0 &= ((\bar{\lambda} + \lambda_1) q_1 + \lambda_2 p_2) u_1 + p_2 u_2, \\
(q_2 + p_2) u_2 &= (\lambda_1 p_1 + \lambda_2 r_2) u_0 + ((\bar{\lambda} + \lambda_1) p_1 + \lambda_2 r_2) u_1, \\
u_0 + u_1 + u_2 &= 1.
\end{align*}
\]

Solving above equations, we get:

\[
\begin{align*}
u_0 &= \frac{\bar{\lambda} a + \lambda_1 a + \lambda_2 p_2}{D_{\pi_1}}, \\
u_1 &= \frac{\lambda_1 (p_2 + q_2 - a) + \lambda_2 q_2}{D_{\pi_1}}, \\
u_2 &= \frac{\bar{\lambda} (\lambda_1 p_1 + \lambda_2 (p_1 + q_1 - a)) + (\lambda_1 + \lambda_2) (\lambda_1 p_1 + \lambda_2 r_2)}{D_{\pi_1}}.
\end{align*}
\]
where \( a = q_1q_2 + q_1p_2 + p_1p_2 \) and
\[
D^{\pi_1} = \lambda \left[ a \lambda + \lambda_1(p_1 + p_2 + q_2 + a) + \lambda_2(p_1 + q_1 + p_2 + q_2) \right] + (\lambda_1 + \lambda_2) \left[ \lambda_1(p_1 + p_2 + q_2) + \lambda_2 \right].
\]

Let \( m_i \) denote the expected cost that incurs in state \( i \) for \( i = 0, 1, 2 \). Then,
\[
m_0 = \lambda_1q_1, \quad m_1 = \lambda q_1 + \lambda_1(q_1 + \phi_1^G) + \lambda_2\phi_1^G, \quad m_2 = \lambda_1\phi_1^G + \lambda_2\phi_2^G.
\]

The long-run average cost under this policy is \( J^{\pi_1} = u_0m_0 + u_1m_1 + u_2m_2 \). We can then show that
\[
J^{\pi_1}D^{\pi_1} = (\bar{\lambda}a + \lambda_1a + \lambda_2p_2)\lambda_1q_1 + \left[ \lambda_1(p_2 + q_2 - a) + \lambda_2q_2 \right] \left[ \lambda q_1 + \lambda_1(q_1 + \phi_1^G) + \lambda_2\phi_1^G \right] + \left[ \lambda (\lambda_1p_1 + \lambda_2(p_1 + q_1 - a)) + (\lambda_1 + \lambda_2)(\lambda_1p_1 + \lambda_2r_2) \right] \left[ \lambda_1\phi_1^G + \lambda_2\phi_2^G \right]. \tag{A1}
\]

Similarly, let \( P_{ij}^2 \) denote the probability that the DTMC jumps from state \( i \) to \( j \) under policy \( \bar{\pi}_2 \) for \( i, j \in \{0, 1, 2\} \). Then,
\[
P_{00}^2 = \bar{\lambda} + \lambda_1q_1 + \lambda_2p_2, \quad P_{01}^2 = \lambda q_1 + \lambda_2q_2, \quad P_{02}^2 = \lambda_1p_1 + \lambda_2r_2,
\]
\[
P_{10}^2 = q_1, \quad P_{11}^2 = r_1, \quad P_{12}^2 = p_1,
\]
\[
P_{20}^2 = (\bar{\lambda} + \lambda_2)p_2 + \lambda_1q_1, \quad P_{21}^2 = (\bar{\lambda} + \lambda_2)q_2 + \lambda_1r_1, \quad P_{22}^2 = (\bar{\lambda} + \lambda_2)r_2 + \lambda_1p_1.
\]

Let \( u_i' \) denote the long-run average probability that the DTMC is in state \( i \) for \( i = 0, 1, 2 \), then \( u_i' \) can be obtained by solving the balance equations and normalize equation given by
\[
(\lambda_1(1 - q_1) + \lambda_2(1 - p_2))u_i' = q_1u_1' + ((\bar{\lambda} + \lambda_2)p_2 + \lambda_1q_1)u_2',
\]
\[
(q_1 + p_1)u_1' = (\lambda q_1 + \lambda_2q_2)u_0' + ((\bar{\lambda} + \lambda_2)q_2 + \lambda_1r_1)u_2',
\]
\[
u_0' + u_1' + u_2' = 1.
\]

Solving the above equations, we have
\[
u_0' = \frac{\bar{\lambda}a + \lambda_1q_1 + \lambda_2a}{D^{\pi_2}},
\]
\[
u_1' = \frac{\bar{\lambda}(\lambda_1(p_2 + q_2 - a) + \lambda_2q_2) + (\lambda_1 + \lambda_2)(\lambda_1r_1 + \lambda_2q_2)}{D^{\pi_2}},
\]
\[
u_2' = \frac{\lambda_1p_1 + \lambda_2(p_1 + q_1 - a)}{D^{\pi_2}}.
\]

where
\[
D^{\pi_2} = \lambda \left[ a \lambda + (p_1 + q_1 + p_2 + q_2)\lambda_1 + (p_1 + q_1 + p_2 + q_2 + a)\lambda_2 \right] + (\lambda_1 + \lambda_2) \left[ \lambda_1 + (p_1 + q_1 + q_2)\lambda_2 \right].
\]

Let \( m_i' \) denote the expected cost that incurs in state \( i \) for \( i = 0, 1, 2 \). Then,
\[
m_0' = \lambda_1q_1, \quad m_1' = q_1 + \lambda_1\phi_1^G + \lambda_2\phi_2^G, \quad m_2' = \lambda_1(q_1 + \phi_2^G) + \lambda_2\phi_2^G.
\]
The long-run average cost under this policy is $J^{z_2} = u'_0m'_0 + u'_1m'_1 + u'_2m'_2$. We can then show that

$$J^{z_2}D^{z_2} = (\lambda a + \lambda_1q_1 + \lambda_2a)\lambda_1q_1 + \left[\lambda_1p_1 + \lambda_2(p_1 + q_1 - a)\right] \left[\lambda_1(q_1 + \phi_1^G) + \lambda_2\phi_2^G\right]$$

$$+ \left[\lambda_1(p_2 + q_2 - a) + \lambda_2q_2\right] + (\lambda_1 + \lambda_2)(\lambda_1r_1 + \lambda_2q_2) \left[q_1 + \lambda_1\phi_1^G + \lambda_2\phi_2^G\right].$$  \hspace{1cm} (A2)

Next, take the difference of $J^{z_1}$ (from A1) and $J^{z_2}$ (from A2), after some algebra, we have,

$$J^{z_1} - J^{z_2} = \frac{M(1 - \lambda)p_1p_2[\lambda[p_1(\beta_1^G - \beta_1) + p_2\beta_2^G(\beta_2 - \beta_2^G)] + (\beta_1^G - \beta_1) + \beta_1\beta_2^G(\beta_2 - \beta_2^G)]}{D^{z_1}D^{z_2}(1 + \beta_1^G + \beta_2^G)}$$

$$= \frac{M_1p_1p_2\beta_2^G(\beta_1^G - \beta_1)}{D^{z_1}D^{z_2}(1 + \beta_1^G + \beta_2^G)} \left[\lambda \left[\frac{\beta_2^G - \beta_1}{p_2\beta_2^G\beta_1} + \frac{\beta_2 - \beta_2^G}{q_1} + (1 - \lambda) \left(\frac{\beta_2^G - \beta_1}{\beta_1\beta_2^G} + (\beta_2 - \beta_2^G)\right)\right]\right],$$

where $\lambda = \lambda_1 + \lambda_2$ and

$$M = \lambda_1^2p_1 + \lambda_2^2q_2 + \lambda_1\lambda_2(p_1 + q_1 + p_2 + q_2 - 2a) + \lambda_1\lambda_2(\lambda_1 + \lambda_2)(1 - a).$$

Since $a = p_1p_2 + q_1p_2 + q_1q_2 = (p_1 + q_1)(p_2 + q_2) - p_1q_2 \leq (p_1 + q_1)(p_2 + q_2)$, we have $1 - a \geq 0$ and

$$p_1 + q_1 + p_2 + q_2 - 2a \geq p_1 + q_1 + p_2 + q_2 - 2(p_1 + q_1)(p_2 + q_2)$$

$$= (p_1 + q_1)(1 - p_2 - q_2) + (p_2 + q_2)(1 - p_1 - q_1) \geq 0,$$

and thus $M \geq 0$. Then, we have $J^{z_1} - J^{z_2} \leq 0$ if and only if

$$\lambda \left[\frac{\beta_2^G - \beta_1}{p_2\beta_2^G\beta_1} - \frac{\beta_2^G - \beta_2}{q_1}\right] + (1 - \lambda) \left[\frac{\beta_2^G - \beta_1}{\beta_1\beta_2^G} - (\beta_2 - \beta_2^G)\right] \leq 0.$$  \hspace{1cm} (A3)

Next, we find that

$$\frac{\beta_1^G - \beta_1}{\beta_2^G\beta_1} - (\beta_2 - \beta_2^G) = \frac{\phi_1^G - \phi_2^G}{(\phi_1 - \phi_2^G)(\phi_1^G - \phi_2^G)}, \hspace{1cm} \frac{\beta_2^G - \beta_1}{p_2\beta_2^G\beta_1} - \frac{\beta_2 - \beta_2^G}{q_1} = \frac{L_2(\phi_1^G - \phi_1 - L_1(\phi_2^G - \phi_2))}{(\phi_1 - \phi_2)(\phi_1^G - \phi_2^G)},$$

since

$$\frac{\beta_1^G - \beta_1}{\beta_2^G\beta_1} - (\beta_2 - \beta_2^G) = \frac{1}{\beta_1} - \frac{\beta_2^G}{\beta_1} - (\beta_2 - \beta_2^G) = \left(\frac{1}{\beta_1} + \beta_2 + 1\right) - \left(\frac{1}{\beta_2^G} + \beta_2^G + 1\right)$$

$$= \frac{1 + \beta_1 + \beta_2^G}{\beta_1} - \frac{1}{\beta_1} - \frac{1}{\beta_2^G} = \frac{1}{\phi_1 - \phi_2^G} - \frac{1}{\phi_1^G - \phi_2^G}$$

and

$$\frac{\beta_1^G - \beta_1}{p_2\beta_2^G\beta_1} - \frac{\beta_2^G - \beta_2}{q_1} = \frac{1}{q_1p_2} \left(p_1 + q_2 - \frac{1}{q_1}\right) - \frac{p_2(\beta_2^G - \beta_2)}{q_1} = \frac{1}{q_1p_2} \left(p_1 + q_2 - \frac{1}{q_1}\right) - \frac{p_2(\beta_2^G - \beta_2)}{q_1}$$

$$= \frac{1}{q_1p_2} \left(p_1 + q_2 - \frac{1}{q_1}\right) = \frac{1}{q_1p_2} \left(p_1 + q_2 - \frac{1}{q_1p_2}\right).$$
\[
= \frac{1}{q_1 p_2 (\phi_1^G - \phi_2^G)} \left( (p_1 + q_2) (\phi_1^G - \phi_2^G) - q_1 (1 - \phi_1^G) - p_2 \phi_2^G \right)
= \frac{1}{q_1 p_2 (\phi_1^G - \phi_2^G)} \left( (p_1 + q_2) (\phi_1^G - \phi_2^G) - (p_1 + p_2 + q_2) \phi_2^G - q_1 \right)
= \frac{p_1 p_2 + q_1 p_2 + q_1 q_2}{q_1 p_2 (\phi_1^G - \phi_2^G)} \left( \frac{p_1 + q_1 + q_2}{p_1 p_2 + q_1 p_2 + q_1 q_2} \phi_1^G - \frac{p_1 + p_2 + q_2}{p_1 p_2 + q_1 p_2 + q_1 q_2} \phi_2^G - \frac{q_1}{p_1 p_2 + q_1 p_2 + q_1 q_2} \right)
\]

(Since \( q_1 = (p_1 + q_1 + q_2) \phi_1 - (p_1 + p_2 + q_2) \phi_2) \)
\[
= \frac{1}{(\phi_1 - \phi_2)(\phi_1^G - \phi_2^G)} \left( \frac{p_1 + q_1 + q_2}{p_1 p_2 + q_1 p_2 + q_1 q_2} \phi_1^G - \frac{p_1 + p_2 + q_2}{p_1 p_2 + q_1 p_2 + q_1 q_2} \phi_2^G - \frac{(p_1 + q_1 + q_2) \phi_1 - (p_1 + p_2 + q_2) \phi_2}{p_1 p_2 + q_1 p_2 + q_1 q_2} \right)
= \frac{1}{(\phi_1 - \phi_2)(\phi_1^G - \phi_2^G)} \left( L_2 \phi_1^G - L_1 \phi_2^G - L_2 \phi_1 + L_1 \phi_2 \right)
= \frac{L_2 (\phi_1^G - \phi_1) - L_1 (\phi_2^G - \phi_2)}{(\phi_1 - \phi_2)(\phi_1^G - \phi_2^G)}
\]

Then, since \((\phi_1 - \phi_2)(\phi_1^G - \phi_2^G) \geq 0\), (A3) is equivalent to
\[
\lambda \left[ L_2 (\phi_1^G - \phi_1) - L_1 (\phi_2^G - \phi_2) \right] + (1 - \lambda) \left[ (\phi_1^G - \phi_1) - (\phi_2^G - \phi_2) \right] \leq 0.
\] (A4)

Then,
(a) If \( \phi_2^G - \phi_2 \geq \phi_1^G - \phi_1 \) and \( \frac{\phi_2^G - \phi_2}{L_2} \geq \frac{\phi_1^G - \phi_1}{L_1} \), then (A4) holds for any \( \lambda \), and thus \( J^{\pi_1} \leq J^{\pi_2} \).

Similarly, if \( \phi_1^G - \phi_1 \geq \phi_2^G - \phi_2 \) and \( \frac{\phi_1^G - \phi_1}{L_1} \geq \frac{\phi_2^G - \phi_2}{L_2} \), then (A4) holds in the opposite direction for any \( \lambda \), and thus, \( J^{\pi_2} \leq J^{\pi_1} \).

(b) If \( \phi_1^G - \phi_1 \geq \phi_2^G - \phi_2 \) and \( \frac{\phi_2^G - \phi_1}{L_1} \leq \frac{\phi_2^G - \phi_2}{L_2} \), then \( J^{\pi_1} \geq J^{\pi_2} \), i.e., (A4) holds in the opposite direction if
\[
\lambda < \frac{(\phi_1^G - \phi_1) - (\phi_2^G - \phi_2)}{(\phi_1^G - \phi_1) - (\phi_2^G - \phi_2) + [L_1 (\phi_2^G - \phi_2) - L_2 (\phi_1^G - \phi_1)]}.
\]

Similarly, if \( \phi_2^G - \phi_2 \geq \phi_1^G - \phi_1 \) and \( \frac{\phi_2^G - \phi_1}{L_1} \leq \frac{\phi_2^G - \phi_2}{L_2} \), then \( J^{\pi_1} \leq J^{\pi_2} \), i.e., (A4) holds if
\[
\lambda \leq \frac{(\phi_2^G - \phi_2) - (\phi_1^G - \phi_1)}{(\phi_1^G - \phi_1) - (\phi_2^G - \phi_2) + [L_2 (\phi_1^G - \phi_1) - L_1 (\phi_2^G - \phi_2)]}.
\]

\[ \square \]

**Appendix A2: Infinite-horizon expected total discounted cost problem**

Following an approach that is often used in long-run average analysis, we first analyze the system under the objective of minimizing expected total discounted cost and establish some analytical properties, which serve as a stepping stone to our main results for the long-run average case.
A2.1. Formulation of the infinite-horizon expected total discounted cost problem

The system states, actions and the transition probability \( P_{(a_1,a_2)}(x_1,x_2,y_1,y_2) \) are defined to be the same as the long-run average formulation given in Section 3. Let \( c_i(x_1,x_2,a_1,a_2) \) denote the immediate expected cost of taking action \((a_1,a_2)\) in state \((x_1,x_2)\) with discount factor \( \alpha \in (0,1) \).

The expected discounted cost for the patients who remain in the ICU is \( \alpha(x_1-a_1)q_1 \), where \((x_1-a_1)q_1\) is the expected number of ICU patients who will transition to state 0 in the next time period and these patients will incur a unit cost when they depart in stage 0 at the beginning of the next period. The expected cost for the discharged stage \( i \) patients is \( a_i c^G_i \), where \( c^G_i \) is the expected discounted cost of discharging a stage \( i \) patient for \( i = 1,2 \). The expression for \( c^G_i \) can be determined by solving the following equations:

\[
\begin{align*}
c^G_1 &= \alpha(q^G_1 + r^G_1 + p^G_1 c^G_1), \\
c^G_2 &= \alpha(q^G_2 c^G_1 + r^G_2 c^G_2),
\end{align*}
\]

which are obtained by first-step analysis. Solving the above equations, we find

\[
\begin{align*}
c^G_1 &= \frac{\alpha q^G_1 (1 - \alpha r^G_2)}{(1 - \alpha q^G_1)(1 - \alpha r^G_2) - \alpha^2 p^G_1 q^G_2}, \\
c^G_2 &= \frac{\alpha^2 q^G_1 q^G_2}{(1 - \alpha q^G_1)(1 - \alpha r^G_2) - \alpha^2 p^G_1 q^G_2}.
\end{align*}
\]

(A5)

The total immediate expected cost then can be written as

\[
c_\alpha(x_1,x_2,a_1,a_2) = a_1 c^G_1 + a_2 c^G_2 + \alpha q_1(x_1-a_1).
\]

Let \( v_{\pi,\alpha}(x) \) denote the expected total discounted cost under policy \( \pi \) given initial state \( x_0 \), then,

\[
v_{\pi,\alpha}(x_0) = E \sum_{n=0}^{\infty} c_\alpha(x_n,a_n)\alpha^n|x_0,
\]

where \( x_n \in S, \ a_n \in A \) are bivariate vectors that denote the state and action at the \( n \)th decision epoch for \( n = 0,1,2,\ldots \). The above quantity is well defined since \( S \) and \( A \) are finite and \( c_\alpha(x,a) \) is bounded for any \( x \in S, \ a \in A \).

Let \( v_\alpha(x_1,x_2) = \min_\pi v_{\pi,\alpha}(x_1,x_2) \) denote the minimum expected total discounted cost over infinite horizon starting from state \( x_0 = (x_1,x_2) \). We would like to find a policy \( \pi^* \) that satisfies \( v_{\pi^*,\alpha}(x_1,x_2) = v_\alpha(x_1,x_2) \) for all \( (x_1,x_2) \in S \).

From Theorem 6.2.5 in Puterman (2005), the optimal value function \( v_\alpha(x_1,x_2) \) satisfies the following optimality equation:

\[
v_\alpha(x_1,x_2) = \min_{(a_1,a_2) \in A(x_1,x_2)} \{ V_\alpha(x_1,x_2,a_1,a_2) \},
\]

(A6)

where \( V_\alpha(x_1,x_2,a_1,a_2) \) is the total expected discounted cost if we take action \((a_1,a_2)\) for one step and then follow the optimal policy thereafter in state \((x_1,x_2)\). Specifically,

\[
V_\alpha(x_1,x_2,a_1,a_2) = a_1 c^G_1 + a_2 c^G_2 + \alpha [q_1(x_1-a_1) + \Gamma v_\alpha(x_1-a_1,x_2-a_2)],
\]

where \( \Gamma \) is an operator defined as follows:
Definition A1. For a function \( w(x_1, x_2) \) with \( x_1, x_2 \geq 0 \) and \( x_1 + x_2 \leq b \)

\[
\Gamma w(x_1, x_2) = \sum_{j_1=0}^{x_1+x_2+1} \sum_{j_2=0}^{x_1+x_2+1-j_1} P(j_1, j_2 | x_1, x_2) w(j_1, j_2).
\]  

(A7)

A2.2. Main results for the infinite-horizon expected total discounted cost problem

For the infinite-horizon expected total \( \alpha \)-discounted cost problem (A6), we denote the set of optimal actions in state \((x_1, x_2)\) by \( A^*_\alpha(x_1, x_2) \), i.e.,

\[
A^*_\alpha(x_1, x_2) = \{ (\bar{a}_1, \bar{a}_2) \in A(x_1, x_2) : V_\alpha(x_1, x_2, \bar{a}_1, \bar{a}_2) \leq V_\alpha(x_1, x_2, a_1, a_2), \forall (a_1, a_2) \in A(x_1, x_2) \}.
\]

Since the state space and action space are finite and costs are bounded, \( A^*_\alpha \) is non-empty. In general, the set \( A^*_\alpha(x_1, x_2) \) can have more than one element. However, for convenience, we adopt the following convention for picking one action from the set and refer to it as the optimal action for state \((x_1, x_2)\). Specifically, we define the optimal action \( a^*_\alpha(x_1, x_2) = (a^*_1(x_1, x_2), a^*_2(x_1, x_2)) \), where

\[
a^*_1(x_1, x_2) = \min \{ \bar{a}_1 : (\bar{a}_1, \bar{a}_2) \in A^*_\alpha(x_1, x_2) \}, \quad \text{and} \quad a^*_2(x_1, x_2) = \min \{ \bar{a}_2 : (a^*_1(x_1, x_2), \bar{a}_2) \in A^*_\alpha(x_1, x_2) \}.
\]

Thus, if there are multiple actions for any given state, we choose the one that discharges as few stage 1 patients as possible; if there are multiple such actions then among those, we choose the one that discharges as few stage 2 patients as possible.

Optimality of non-idling ICU beds. The non-idling policies are defined as the policies that will always allocate an ICU bed to a new arriving patient and never discharge an ICU patient to the general ward when there are ICU beds available. We first identify conditions under which there exists an optimal policy, which is non-idling.

Proposition A1. There exists a non-idling optimal policy, i.e., there exists an optimal policy under which it is never optimal to leave an ICU bed empty whenever there is a patient in need of treatment, if

\[
\alpha(q_1 + r_1 c_1^G + p_1 c_1^G) \leq c_1^G, \quad \alpha(q_2 c_2^G + r_2 c_2^G) \leq c_2^G.
\]  

(A8)

From Proposition A1, we know that if (A8) holds we can restrict ourselves to the set of policies that is non-idling. Then, the optimality equations (A6) can be reduced to

\[
v_\alpha(x_1, x_2) = T v_\alpha(x_1, x_2) \text{ for } (x_1, x_2) \in S;
\]  

(A9)

where the optimality operator \( T \) is defined as follows:

Definition A2. Let \( W \) denote the space of bounded functions on \( S \). Then, for \( w \in W \), we define the operator \( T \) as
(i) for \( x_1 + x_2 \leq b \),
\[
Tw(x_1, x_2) = \alpha [q_1 x_1 + \Gamma w(x_1, x_2)],
\]  
(A10)

(ii) for \( x_1 = b + 1, x_2 = 0 \),
\[
Tw(x_1, x_2) = c^G_1 + \alpha [q_1 (x_1 - 1) + \Gamma w(x_1 - 1, x_2)],
\]  
(A11)

(iii) for \( x_1 = 0, x_2 = b + 1 \),
\[
Tw(x_1, x_2) = c^G_2 + \alpha [q_1 x_1 + \Gamma w(x_1 - 1, x_2 - 1)],
\]  
(A12)

(iv) for \( x_1 + x_2 = b + 1 \) and \( x_1, x_2 > 0 \),
\[
Tw(x_1, x_2) = \min \left\{ c^G_1 + \alpha [q_1 (x_1 - 1) + \Gamma w(x_1 - 1, x_2)], \ c^G_2 + \alpha [q_1 x_1 + \Gamma w(x_1, x_2 - 1)] \right\}.
\]  
(A13)

**General structure of the optimal policy.** Since we restrict ourselves to the set of non-idling policies, which we know contains an optimal policy under assumption (A8), we only need to investigate the optimal actions for states \((x_1, x_2)\) such that \( x_1 + x_2 = b + 1 \) and \( x_1, x_2 > 0 \), i.e., when all ICU beds are currently occupied, a patient has just arrived, and there are patients from both stages (including the patient who has just arrived). As we describe in the following proposition, it turns out that the optimal decision has a threshold structure.

**Proposition A2.** Suppose that (A8) holds. Then, there exists a threshold \( x^*_\alpha \in [1, b + 1] \) such that for any state \((x_1, x_2)\) with \( x_1, x_2 > 0 \) and \( x_1 + x_2 = b + 1 \), we have
\[
a^*_\alpha(x_1, x_2) = \begin{cases} 
(1, 0) & \text{if } x_1 \geq x^*_\alpha, \\
(0, 1) & \text{if } x_1 < x^*_\alpha.
\end{cases}
\]

Proposition A2 states that the decision of whether a stage 1 or stage 2 patient should be early discharged may depend on how many stage 1 patients and how many stage 2 patients there are in the ICU or waiting for admission to the ICU. There exists a threshold \( x^*_\alpha \), which depends on the discount factor, so that if the number of stage 1 patients is below \( x^*_\alpha \) then the optimal action is to discharge a stage 2 patient; otherwise, the optimal action is to discharge a stage 1 patient. If the threshold \( x^*_\alpha = 1 \), the optimal decision is to discharge a stage 1 patient and if \( x^*_\alpha = b + 1 \), the optimal decision is to discharge a stage 2 patient regardless of how many stage 1 and stage 2 patients there are in the ICU. Thus, in some cases, where \( x^*_\alpha \) takes one of the two end values, the optimal policy is simpler as one can designate one stage as having higher priority than the other regardless of system conditions. Such a policy would be easier to implement in practice. Next, we identify some conditions under which that would be the case.
Conditions for the optimality of the greedy policy. In this section, we identify conditions under which the optimal policy has that simple structure. Let $c_i$ denote the expected total discounted cost for a stage $i$ patient if the patient is not discharged when in state 1 or 2. Then, $c_i$ can be obtained as

$$c_1 = \frac{\alpha q_1 (1 - \alpha r_2)}{(1 - \alpha r_1)(1 - \alpha r_2) - \alpha^2 p_1 q_2}, \quad c_2 = \frac{\alpha^2 q_1 q_2}{(1 - \alpha r_1)(1 - \alpha r_2) - \alpha^2 p_1 q_2},$$

using the same argument used to obtain $c^G_i$'s in (A5).

**Proposition A3.** Suppose that (A8) holds. Then, for any state $(x_1, x_2)$ such that $x_1 > 0$, $x_2 > 0$, and $x_1 + x_2 = b + 1$,

(a) $a^*_1(x_1, x_2) = (1, 0)$ if

$$c^G_1 - c_1 < c^G_2 - c_2 \text{ and } L_1 \geq L_2,$$

(b) $a^*_2(x_1, x_2) = (0, 1)$ if

$$c^G_1 - c_1 \geq c^G_2 - c_2 \text{ and } L_1 \leq L_2,$$

where $L_i$ is given by (4) for $i = 1, 2$.

Proposition A3 states that the optimality of the greedy policy is guaranteed, i.e., the optimal decision is to favor patients in the health stage that is associated with higher expected ICU benefit regardless of system conditions, if the expected length of ICU stay for those patients is also smaller when compared with that of patients in the other stage. In the next section, we establish a version of this result for the long-run average cost minimization case and provide further discussion on its practical implications.

**Appendix A3: Proofs of the analytical results in Appendix A2.**

In this section, we prove Propositions A1, A2, and A3 for infinite-horizon expected total discounted cost problem. We first define the operators $D_1, D_2, \Delta, D_{11}, D_{22},$ and $D_{12}$. In the following, $w : S \rightarrow \mathbb{R}$ is a function from the state space $S$ to the set of real numbers. For some of the results, $w(\cdot)$ is restricted to be defined over a subset of the state space $S$.

**Definition A3.** The first difference operators $D_1$ and $D_2$ are defined as

$$D_1 w(x_1, x_2) = w(x_1 + 1, x_2) - w(x_1, x_2), \quad D_2 w(x_1, x_2) = w(x_1, x_2 + 1) - w(x_1, x_2) \text{ where } x_1 + x_2 \leq b.$$

**Definition A4.** The operator $\Delta$ is defined as

$$\Delta w(x_1, x_2) = w(x_1 + 1, x_2) - w(x_1, x_2 + 1) = D_1 w(x_1, x_2) - D_2 w(x_1, x_2) \text{ where } x_1 + x_2 \leq b.$$
DEFINITION A5. The second difference operators $D_{11} = D_1 D_1$, $D_{22} = D_2 D_2$ and $D_{12} = D_1 D_2 = D_2 D_1$ are defined as

\[
D_{11}w(x_1, x_2) = D_1w(x_1 + 1, x_2) - D_1w(x_1, x_2) = w(x_1 + 1, x_2) + w(x_1, x_2) - 2w(x_1 + 1, x_2) + w(x_1, x_2),
\]

\[
D_{22}w(x_1, x_2) = D_2w(x_1, x_2 + 1) - D_2w(x_1, x_2) = w(x_1, x_2 + 2) + w(x_1, x_2) - 2w(x_1, x_2 + 1) - 2w(x_1, x_2),
\]

\[
D_{12}w(x_1, x_2) = D_1w(x_1, x_2 + 1) - D_1w(x_1, x_2) = D_2w(x_1 + 1, x_2) - D_2w(x_1, x_2)
\]

\[
= w(x_1 + 1, x_2 + 1) - w(x_1, x_2 + 1) - w(x_1 + 1, x_2) + w(x_1, x_2) \text{ where } x_1 + x_2 \leq b - 1.
\]

A3.1. Proof of Proposition A1

**Lemma A1.** For $x_1 + x_2 \leq b$, we have $D_1 v_{\alpha}(x_1, x_2) \leq c_1^G$, $D_2 v_{\alpha}(x_1, x_2) \leq c_2^G$.

**Proof of Lemma A1:** Let $v_{\alpha}^\pi(x_1, x_2)$ denote the total expected discounted cost under policy $\pi$ starting from state $(x_1, x_2)$. Define a policy $\pi_1$, under which starting from state $(x_1 + 1, x_2)$ we initially discharge a stage 1 patient and use the action that is optimal for state $(x_1, x_2)$, and then use the optimal policy thereafter. Then,

\[
v_{\alpha}^{\pi_1}(x_1 + 1, x_2) = c_1^G + v_{\alpha}(x_1, x_2) \geq v_{\alpha}(x_1 + 1, x_2) \Rightarrow v_{\alpha}(x_1 + 1, x_2) - v_{\alpha}(x_1, x_2) \leq c_1^G.
\]

Similarly, define policy $\pi_2$ as the policy under which starting from state $(x_1, x_2 + 1)$ we initially discharge a stage 2 patient and use the action that is optimal for state $(x_1, x_2)$, and then use the optimal policy thereafter. Then,

\[
v_{\alpha}^{\pi_2}(x_1, x_2 + 1) = c_2^G + v_{\alpha}(x_1, x_2) \geq v_{\alpha}(x_1, x_2 + 1) \Rightarrow v_{\alpha}(x_1, x_2 + 1) - v_{\alpha}(x_1, x_2) \leq c_2^G.
\]

\[\square\]

**Lemma A2.** Suppose that (A8) holds and for any $w: S \rightarrow \mathbb{R}$, we have (i) $D_1w(i, j) \leq c_1^G$ for $i + j \leq b$, and (ii) $D_2w(i, j) \leq c_2^G$ for $i + j \leq b$. Then, for $x + y \leq b - 1$, $D_1 \Gamma w(x, y) \leq \frac{c_1^G}{\alpha} - q_1$, and $D_2 \Gamma w(x, y) \leq \frac{c_2^G}{\alpha}$.

**Proof of Lemma A2:** Let $x + y \leq b - 1$. Thus, $\Gamma w(x + 1, y)$ and $\Gamma w(x, y + 1)$ are well defined according to Definition A1.

We first rewrite $\Gamma w(x + 1, y)$ by conditioning on how $x$ stage 1 jobs and $y$ stage 2 jobs evolve. Patients evolve independently. Therefore, if $x$ stage 1 jobs and $y$ stage 2 jobs evolve to $i$ stage 1 patients and $j$ stage 2 patients (which happens with probability $P(i, j|x, y)$), the extra stage 1 patient jumps to stage 0 with probability $q_1$, remains stage 1 with probability $r_1$, and jumps to stage 2 with probability $p_1$. Thus, we can write

\[
\Gamma w(x + 1, y) = \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j|x, y) [q_1 w(i, j) + r_1 w(i + 1, j) + p_1 w(i, j + 1)].
\]
Then,

\[ D_1 \Gamma w(x, y) = \Gamma w(x + 1, y) - \Gamma w(x, y), \]

\[
= \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j | x, y) [r_1 D_1 w(i, j) + p_1 D_2 w(i, j)] \leq r_1 c_1^G + p_1 c_2^G \leq \frac{c_1^G}{\alpha} - q_1,
\]

where again the first inequality follows from the lemma assumptions (i) and (ii), and the second inequality follows from Condition (A8), which is another lemma assumption.

Similarly, we can write \( \Gamma w(x, y + 1) \)

\[
\Gamma w(x, y + 1) = \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j | x, y) [p_2 D_1 w(i, j) + q_2 w(i + 1, j) + r_2 w(i, j + 1)],
\]

and then

\[ D_2 \Gamma w(x, y) = \Gamma w(x, y + 1) - \Gamma w(x, y) \]

\[
= \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j | x, y) [q_2 D_1 w(i, j) + r_2 D_2 w(i, j)] \leq q_2 c_1^G + r_2 c_2^G \leq \frac{c_2^G}{\alpha},
\]

where the first inequality follows from the lemma assumptions (i) and (ii), and the second inequality follows from Condition (A8), which is another lemma assumption.

**Proof of Proposition A1:** From Lemmas A1 and A2, we have for any \( x + y \leq b - 1, \)

\begin{equation}
D_1 \Gamma v_\alpha(x, y) \leq \frac{c_1^G}{\alpha} - q_1, \tag{A17}
\end{equation}

\begin{equation}
D_2 \Gamma v_\alpha(x, y) \leq \frac{c_2^G}{\alpha}. \tag{A18}
\end{equation}

Then, for any \( x_1 \geq a_1 \geq 1, x_2 \geq a_2 \geq 0 \) and \( x_1 - (a_1 - 1) + x_2 - a_2 \leq b, \)

\begin{align*}
V_\alpha(x_1, x_2, a_1 - 1, a_2) - V_\alpha(x_1, x_2, a_1, a_2) &= -c_2^G + \alpha [q_1 + \Gamma v_\alpha(x_1 - a_1 + 1, x_2) - \Gamma v_\alpha(x_1 - a_1, x_2 - a_2)] \\
&= \alpha \left[ -\frac{c_2^G}{\alpha} + q_1 + D_1 \Gamma v(x_1 - a_1, x_2 - a_2) \right] \leq 0, \tag{A19}
\end{align*}

where the inequality follows from (A17). We can then conclude that \( V_\alpha(x_1, x_2, a_1 - 1, a_2) \leq V_\alpha(x_1, x_2, a_1, a_2), \) which implies that decreasing the number of stage 1 discharges does not increase the expected cost.

Similarly, for any \( x_1 \geq a_1 \geq 0, x_2 \geq a_2 \geq 1 \) and \( x_1 - a_1 + x_2 - (a_2 - 1) \leq b, \)

\begin{align*}
V_\alpha(x_1, x_2, a_1, a_2 - 1) - V_\alpha(x_1, x_2, a_1, a_2) &= -c_2^G + \alpha [\Gamma v_\alpha(x_1 - a_1, x_2 - a_2 + 1) - \Gamma v_\alpha(x_1 - a_1, x_2 - a_2)] \\
&= \alpha \left[ -\frac{c_2^G}{\alpha} + D_2 \Gamma v(x_1 - a_1, x_2 - a_2) \right] \leq 0, \tag{A20}
\end{align*}

where the inequality follows from (A18). We can then conclude that \( V_\alpha(x_1, x_2, a_1, a_2 - 1) \leq V_\alpha(x_1, x_2, a_1, a_2), \) which implies that decreasing the number of stage 2 discharges does not increase the expected cost, either. Then, the result follows.
A3.2. Proof of Proposition A2

**Lemma A3.** If (A8) holds, then $c_i \leq c_i^G$ for $i = 1, 2$, where $c_i^G$ is given in (A5) and $c_i$ is given in (A14).

**Proof of Lemma A3:** Let $f_i(0) = c_i^G$ for $i = 1, 2$, and for $n \geq 0$ we define

$$f_1(n + 1) = \alpha(q_1 + r_1 f_1(n) + p_1 f_2(n)), \quad f_2(n + 1) = \alpha(q_2 f_1(n) + r_2 f_2(n)). \quad \text{(A21)}$$

Next, by induction, we show that $f_i(n + 1) \leq f_i(n)$ for all $n \geq 0$: From (A8) and (A21), we have $f_i(1) \leq f_i(0)$.

Suppose $f_i(k + 1) \leq f_i(k)$ for $i = 1, 2$ and for some $k \geq 0$, then,

$$f_1(k + 2) = \alpha(q_1 + r_1 f_1(k + 1) + p_1 f_2(k + 1)) \leq \alpha(q_1 + r_1 f_1(k) + p_1 f_2(k)) = f_1(k + 1),$$

and

$$f_2(k + 2) = \alpha(q_2 f_1(k + 1) + r_2 f_2(k + 1)) \leq \alpha(q_2 f_1(k) + r_2 f_2(k)) = f_2(k + 1).$$

Hence by induction we can conclude that $f_i(n + 1) \leq f_i(n)$ for any $n \geq 0$. Then, $\{f_i(n), n \geq 0\}$ is a decreasing sequence and $f_i(n) \geq 0$ is bounded below, so $\lim_{n \to \infty} f_i(n)$ exists. Let $f_i$ denote the limit for $i = 1, 2$. Letting $n \to \infty$ in (A21), we have

$$f_1 = \alpha(q_1 + r_1 f_1 + p_1 f_2), \quad f_2 = \alpha(q_2 f_1 + r_2 f_2).$$

Solving for $f_i$, we find $f_i = c_i$. Since the sequence $\{f_i(n), n \geq 0\}$ is decreasing, we have $c_i^G = f_i(0) \geq \lim_{n \to \infty} f_i(n) = f_i = c_i$. 

\[
\Box
\]

**Definition A6.** Let $\mathcal{V}_b$ be a set of functions such that if $w \in \mathcal{V}_b$, then

$$c_1 \leq D_1 w(i, j) \leq c_1^G, \quad c_2 \leq D_2 w(i, j) \leq c_2^G \quad \text{for all } i + j \leq b. \quad \text{(A22)}$$

**Lemma A4.** If (A8) holds and $w \in \mathcal{V}_b$, then

(a) for $x_1 + x_2 \leq b - 1$,

$$\frac{c_1}{\alpha} - q_1 \leq D_1 \Gamma w(x_1, x_2) \leq \frac{c_1^G}{\alpha} - q_1,$$

and

$$\frac{c_2}{\alpha} \leq D_2 \Gamma w(x_1, x_2) \leq \frac{c_2^G}{\alpha}.$$

(b) $Tw \in \mathcal{V}_b$. 
Proof of Lemma A4:  (a) If \( w \in V_b \), then \( D_1w(x_1, x_2) \leq c_1^G \) and \( D_2w(x_1, x_2) \leq c_2^G \) for \( x_1 + x_2 \leq b \), and from Lemma A2, we have for \( x_1 + x_2 \leq b - 1 \),

\[
D_1\Gamma w(x_1, x_2) \leq \frac{c_1^G}{\alpha} - q_1, \quad D_2\Gamma w(x_1, x_2) \leq \frac{c_2^G}{\alpha}.
\]

If \( w \in V_b \), then for \( x_1 + x_2 \leq b - 1 \),

\[
D_1\Gamma w(x_1, x_2) = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} P(i, j|x_1, x_2) [r_1D_1w(i, j) + p_1D_2w(i, j)] \geq r_1c_1 + p_1c_2 = \frac{c_1}{\alpha} - q_1,
\]

\[
D_2\Gamma w(x_1, x_2) = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} P(i, j|x_1, x_2) [q_2D_1w(i, j) + r_2D_2w(i, j)] \geq q_2c_1 + r_2c_2 = \frac{c_2}{\alpha},
\]

where the inequalities follow from the fact that \( i + j \leq x_1 + x_2 + 1 \leq b \) and then \( D_1w(i, j) \geq c_1 \) and \( D_2w(i, j) \geq c_2 \) from \( w \in V_b \). Thus, part (a) follows.

(b) We need to consider four different cases from Definition A2.

Case 1: If \( x_1 + x_2 \leq b - 1 \), we have,

\[
D_1Tw(x_1, x_2) = \alpha [q_1 + D_1\Gamma w(x_1, x_2)], \quad D_2Tw(x_1, x_2) = \alpha D_2\Gamma w(x_1, x_2).
\]

Then, part (a) implies that

\[
c_1 \leq D_1Tw(x_1, x_2) \leq c_1^G, \quad c_2 \leq D_2Tw(x_1, x_2) \leq c_2^G \quad \text{for} \quad x_1 + x_2 \leq b. \tag{A23}
\]

Case 2: If \( x_1 + x_2 = b \) and \( x_1 > 0, x_2 > 0 \), we have

\[
D_1Tw(x_1, x_2) = \min \{ c_1^G, c_2^G + Tw(x_1 + 1, x_2 - 1) - Tw(x_1, x_2) \} \leq c_1^G.
\]

Furthermore, since \( D_1Tw(x_1, x_2 - 1) \geq c_1 \) and \( D_2Tw(x_1, x_2 - 1) \leq c_2^G \) from (A23),

\[
c_2^G + Tw(x_1 + 1, x_2 - 1) - Tw(x_1, x_2) = c_2^G + D_1Tw(x_1, x_2 - 1) - D_2Tw(x_1, x_2 - 1) \geq c_1,
\]

and \( c_1^G \geq c_1 \), then we can conclude that \( D_1Tw(x_1, x_2) \geq c_1 \).

Similarly,

\[
D_2Tw(x_1, x_2) = \min \{ c_1^G + Tw(x_1 - 1, x_2 + 1) - Tw(x_1, x_2), c_2^G \} \leq c_2^G.
\]

Furthermore, since \( D_1Tw(x_1 - 1, x_2) \leq c_1^G \) and \( D_2Tw(x_1 - 1, x_2) \geq c_2 \) from (A23),

\[
c_1^G + Tw(x_1 - 1, x_2 + 1) - Tw(x_1, x_2) = c_1^G - D_1Tw(x_1 - 1, x_2) + D_2Tw(x_1 - 1, x_2) \geq c_2,
\]

and \( c_2^G \geq c_2 \), we can conclude that \( D_2Tw(x_1, x_2) \geq c_2 \).
**Case 3:** If \( x_1 = b \) and \( x_2 = 0 \), we have \( D_2 Tw(x_1, x_2) = c^G_2 \), and thus, \( c_2 \leq D_2 Tw(x_1, x_2) \leq c^G_2 \). \( D_1 Tw(x_1, x_2) \) has the same expression as in case 2, and hence \( c_1 \leq D_1 Tw(x_1, x_2) \leq c^G_2 \).

**Case 4:** If \( x_1 = 0 \) and \( x_2 = b \), we have \( D_1 Tw(x_1, x_2) = c^G_1 \), and hence \( c_1 \leq D_1 Tw(x_1, x_2) \leq c^G_1 \). \( D_2 Tw(x_1, x_2) \) has the same expression as in case 2, and hence \( c_2 \leq D_2 Tw(x_1, x_2) \leq c^G_2 \).

The above four cases cover all the possibilities for \( x_1 + x_2 \leq b \). Hence, \( Tw \in \mathcal{V}_b \).

\[ \square \]

**Definition A7.** Let \( \mathcal{V} \) be the set of functions such that if \( w \in \mathcal{V} \), then, \( w \in \mathcal{V}_b \) and \( w \) satisfies the following three conditions:

**Condition 1:** \( D_{11} w(x_1, x_2) \geq 0, \ D_{22} w(x_1, x_2) \geq 0, \) and \( D_{12} w(x_1, x_2) \geq 0 \) for \( x_1 + x_2 \leq b - 1 \),

**Condition 2:** \( D_{11} w(x_1, x_2) D_{22} w(y_1, y_2) + D_{11} w(y_1, y_2) D_{22} w(x_1, x_2) - 2 D_{12} w(x_1, x_2) D_{12} w(y_1, y_2) \geq 0 \),

for \( x_1 + x_2 \leq b - 1 \) and \( y_1 + y_2 \leq b - 1 \),

**Condition 3:** \( D_{11} w(x_1, x_2) + D_{22} w(x_1, x_2) - 2 D_{12} w(x_1, x_2) \geq 0 \) for \( x_1 + x_2 \leq b - 1 \).

**Lemma A5.** Suppose that (A8) holds, and \( w \in \mathcal{V} \). Then,

(i) for \( x_1 + x_2 \leq b - 2 \) and \( y_1 + y_2 \leq b - 2 \),

\[
D_{11} \Gamma w(x_1, x_2) \geq 0, \quad D_{22} \Gamma w(x_1, x_2) \geq 0, \quad \text{and} \quad D_{12} \Gamma w(x_1, x_2) \geq 0, \quad (A24)
\]

\[
D_{11} \Gamma w(x_1, x_2) D_{22} \Gamma w(y_1, y_2) + D_{11} \Gamma w(y_1, y_2) D_{22} \Gamma w(x_1, x_2) - 2 D_{12} \Gamma w(x_1, x_2) D_{12} \Gamma w(y_1, y_2) \geq 0, \quad (A25)
\]

\[
D_{11} \Gamma w(x_1, x_2) + D_{22} \Gamma w(x_1, x_2) - 2 D_{12} \Gamma w(x_1, x_2) \geq 0. \quad (A26)
\]

(ii) \( Tw \in \mathcal{V} \).

**Proof of Lemma A5 (i):** Establishing (A24), (A25), (A26).

**Proof of (A24):** Using the fact that patients’ health conditions change independently of each other, we have for \( x_1 + x_2 \leq b - 2 \),

\[
\Gamma w(x_1 + 2, x_2) = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} \Gamma w(i, j) \left[ q^2(i, j) + 2q_1 r_1(i + 1, j) + 2q_1 p_1(i + 1, j + 1) + r_1^2(i, j) + r_1 r_1(i + 1, j + 1) + p_1^2(i, j + 2) \right].
\]

\[
\Gamma w(x_1 + 1, x_2) = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} \Gamma w(i, j) \left[ q_1 w(i, j) + r_1 w(i + 1, j) + p_1 w(i, j + 1) \right],
\]

\[
\Gamma w(x_1, x_2) = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} \Gamma w(i, j).
\]
Then, we have

$$D_{11}\Gamma w(x_1, x_2) = \Gamma w(x_1 + 2, x_2) - 2\Gamma w(x_1 + 1, x_2) + \Gamma w(x_1, x_2)$$

$$= \sum_{i=0}^{x_1 + x_2 + 1} \sum_{j=0}^{x_1 + x_2 + 1 - i} P(i, j|x_1, x_2)g_{11}(i, j),$$

where

$$g_{11}(i, j) = \left[(r_1 + p_1)^2 w(i, j) - 2r_1(r_1 + p_1)w(i + 1, j) - 2p_1(r_1 + p_1)w(i, j + 1) + r_1^2 w(i + 2, j) + 2r_1p_1 w(i + 1, j + 1) + p_1^2 w(i, j + 2)\right] = r_1^2 D_{11} w(i, j) + 2p_1 r_1 D_{12} w(i, j) + p_1^2 D_{22} w(i, j).$$

Similarly, we have

$$D_{22}\Gamma w(x_1, x_2) = \Gamma w(x_1, x_2 + 2) - 2\Gamma w(x_1, x_2 + 1) + \Gamma w(x_1, x_2)$$

$$= \sum_{i=0}^{x_1 + x_2 + 1} \sum_{j=0}^{x_1 + x_2 + 1 - i} P(i, j|x_1, x_2)g_{22}(i, j),$$

where

$$g_{22}(i, j) = q_2^2 D_{11} w(i, j) + 2q_2 r_2 D_{12} w(i, j) + r_2^2 D_{22} w(i, j),$$

$$g_{12}(i, j) = r_1 q_2 D_{11} w(i, j) + (r_1 r_2 + p_1 q_2) D_{12} w(i, j) + p_1 r_2 D_{22} w(i, j).$$

Since $D_{11} w(i, j) \geq 0$, $D_{12} w(i, j) \geq 0$, $D_{22} w(i, j) \geq 0$ for $i + j \leq b - 1$, we can conclude that $g_{11}(i, j) \geq 0$, $g_{22}(i, j) \geq 0$, $g_{12}(i, j) \geq 0$ for all $i, j$ such that $i + j \leq x_1 + x_2 + 1 \leq b - 1$, and consequently,

$$D_{11}\Gamma w(x_1, x_2) \geq 0, D_{22}\Gamma w(x_1, x_2) \geq 0, D_{12}\Gamma w(x_1, x_2) \geq 0.$$

**Proof of (A25):** Conditioning on the event that state $(x_1, x_2)$ transitions to $(i_1, i_2)$ and state $(y_1, y_2)$ transitions to $(j_1, j_2)$, we can write, for $x_1 + x_2 \leq b - 2$ and $y_1 + y_2 \leq b - 2$,

$$D_{11}\Gamma w(x_1, x_2)D_{22}\Gamma w(y_1, y_2) + D_{11}\Gamma w(y_1, y_2)D_{22}\Gamma w(x_1, x_2) - 2D_{12}\Gamma w(x_1, x_2)D_{12}\Gamma w(y_1, y_2)$$

$$= \sum_{i_1=0}^{y_1 + y_2 + 1} \sum_{i_2=0}^{x_1 + x_2 + 1} \sum_{j_1=0}^{y_1 + y_2 + 1} \sum_{j_2=0}^{x_1 + x_2 + 1} P(i_1, i_2|x_1, x_2)P(j_1, j_2|y_1, y_2)g(i_1, i_2, j_1, j_2),$$

where
\[
g(i_1, i_2, j_1, j_2) = g_{11}(i_1, i_2)g_{22}(j_1, j_2) + g_{11}(j_1, j_2)g_{22}(i_1, i_2) - 2g_{12}(i_1, i_2)g_{12}(j_1, j_2)
\]
\[
= r_1^2 D_{11}w(i_1, i_2) + 2p_1r_1 D_{12}w(i_1, i_2) + p_1^2 D_{22}w(i_1, i_2)
\]
\[
\times \left[q_1^2 D_{11}w(j_1, j_2) + 2q_2r_2 D_{12}w(j_1, j_2) + r_2^2 D_{22}w(j_1, j_2)\right]
\]
\[
+ \left[q_1^2 D_{11}w(i_1, i_2) + 2q_2r_2 D_{12}w(i_1, i_2) + r_2^2 D_{22}w(i_1, i_2)\right]
\times \left[r_1^2 D_{11}w(j_1, j_2) + 2p_1r_1 D_{12}w(j_1, j_2) + p_1^2 D_{22}w(j_1, j_2)\right]
\]
\[
+ 2\left[r_1q_2 D_{11}w(i_1, i_2) + (r_1r_2 + p_1q_2) D_{12}w(i_1, i_2) + p_1r_2 D_{22}w(i_1, i_2)\right]
\times \left[r_1q_2 D_{11}w(j_1, j_2) + (r_1r_2 + p_1q_2) D_{12}w(j_1, j_2) + p_1r_2 D_{22}w(j_1, j_2)\right]
\]
\[
= D_{11}w(i_1, i_2) \left\{ r_1^2 q_1^2 D_{11}w(j_1, j_2) + 2r_2^2 q_2 r_2 D_{12}w(j_1, j_2) + r_2^2 r_2^2 D_{22}w(j_1, j_2) \right\}
\]
\[
+ \left[q_1^2 r_1^2 D_{11}w(j_1, j_2) + 2q_2 r_1 p_1 D_{12}w(j_1, j_2) + q_2^2 p_1^2 D_{22}w(j_1, j_2) \right]
\]
\[
- 2q_2 r_1 p_1 D_{11}w(j_1, j_2) + 2r_2 q_2 D_{12}w(j_1, j_2) + 2r_2^2 p_1 D_{22}w(j_1, j_2)\right\}
\]
\[
+ D_{22}w(i_1, i_2) \left\{ r_1^2 p_1^2 D_{11}w(j_1, j_2) + 2r_2^2 q_2 r_2 D_{12}w(j_1, j_2) + p_1^2 r_2^2 D_{22}w(j_1, j_2) \right\}
\]
\[
+ \left[r_1^2 p_1^2 D_{11}w(j_1, j_2) + 2r_2^2 q_2 r_2 D_{12}w(j_1, j_2) + r_2^2 p_1^2 D_{22}w(j_1, j_2) \right]
\]
\[
- 2r_2^2 p_1 D_{11}w(j_1, j_2) + 2r_1 r_2 p_1 D_{12}w(j_1, j_2) + 2r_1 r_2 p_1 D_{22}w(j_1, j_2)\right\}
\]
\[
+ D_{12}w(i_1, i_2) \left\{ 2r_1 p_1 q_2 D_{11}w(j_1, j_2) + 4r_1 p_1 q_2 r_2 D_{12}w(j_1, j_2) + 2r_1 r_2 D_{22}w(j_1, j_2) \right\}
\]
\[
+ \left[2r_1 p_1 q_2 D_{11}w(j_1, j_2) + 4r_2 q_2 r_1 p_1 D_{12}w(j_1, j_2) + 2q_2 r_2 p_1^2 D_{22}w(j_1, j_2) \right]
\]
\[
- 2r_1 r_2 q_2 D_{11}w(j_1, j_2) + 2r_2 q_2 D_{12}w(j_1, j_2) + 2r_2 p_1^2 D_{22}w(j_1, j_2)\right\}
\]
\[
= [r_1 r_2 - p_1 q_2]^2 [D_{11}w(i_1, i_2) D_{22}w(j_1, j_2) + D_{11}w(j_1, j_2) D_{22}w(i_1, i_2) - 2D_{12}w(i_1, i_2) D_{12}w(j_1, j_2)].
\]

Since \(D_{11}w(i_1, i_2) D_{22}w(j_1, j_2) + D_{11}w(j_1, j_2) D_{22}w(i_1, i_2) - 2D_{12}w(i_1, i_2) D_{12}w(j_1, j_2) \geq 0\) for any \(i_1 + i_2 \leq b - 1\) and \(j_1 + j_2 \leq b - 1\), we can conclude that \(g_{11}(i_1, i_2, j_1, j_2) \geq 0\) and consequently,

\[
D_{11}w(x_1, x_2) D_{22}w(y_1, y_2) + D_{11}w(y_1, y_2) D_{22}w(x_1, x_2) - 2D_{12}w(x_1, x_2) D_{12}w(y_1, y_2) \geq 0.
\]

**Proof of (A26):** Conditioning on the event that state \((x_1, x_2)\) transitions to \((i_1, i_2)\), we can write, for \(x_1 + x_2 \leq b - 2\),

\[
D_{11}w(x_1, x_2) + D_{22}w(x_1, x_2) - 2D_{12}w(x_1, x_2) = \sum_{i_1=0}^{x_1+x_2+1} \sum_{i_2=0}^{x_1+x_2+1-i_1} P(i_1, i_2 | x_1, x_2) f(i_1, i_2),
\]

where, for \(i_1 + i_2 \leq x_1 + x_2 + 1 \leq b - 1\),

\[
f(i_1, i_2) = g_{11}(i_1, i_2) + g_{22}(i_1, i_2) - 2g_{12}(i_1, i_2)
\]
\[
= (r_1 - q_2)^2 D_{11}w(i_1, i_2) + 2(r_1 - q_2)(p_1 - r_2) D_{12}w(i_1, i_2) + (p_1 - r_2)^2 D_{22}w(i_1, i_2).
\]
Since Condition 2 holds for \( w \), we have for \( i_1 + i_2 \leq b - 1 \),
\[
D_{11}w(i_1, i_2)D_{22}w(i_1, i_2) + D_{11}w(i_1, i_2)D_{22}w(i_1, i_2) - 2D_{12}w(i_1, i_2)D_{12}w(i_1, i_2) \geq 0
\]
\[
\Rightarrow D_{12}w(i_1, i_2) \leq \sqrt{D_{11}w(i_1, i_2)D_{22}w(i_1, i_2)}.
\]

Then, if \((r_1 - q_2)(p_1 - r_2) < 0\), we have
\[
f(i_1, i_2) \geq (r_1 - q_2)^2 D_{11}w(i_1, i_2) + (p_1 - r_2)^2 D_{22}w(i_1, i_2) + 2(r_1 - q_2)(p_1 - r_2)\sqrt{D_{11}w(i_1, i_2)D_{22}w(i_1, i_2)}
\]
\[
= \left[ (r_1 - q_2)\sqrt{D_{11}w(i_1, i_2)} + (p_1 - r_2)\sqrt{D_{22}w(i_1, i_2)} \right]^2 \geq 0.
\]

On the other hand, if \((r_1 - q_2)(p_1 - r_2) \geq 0\), then since \( D_{11}w(i_1, i_2), D_{22}w(i_1, i_2), D_{12}w(i_1, i_2) \) for \( i_1 + i_2 \leq b - 1 \) are nonnegative (from Condition 1), we have
\[
f(i_1, i_2) = (r_1 - q_2)^2 D_{11}w(i_1, i_2) + 2(r_1 - q_2)(p_1 - r_2)D_{12}w(i_1, i_2) + (p_1 - r_2)^2 D_{22}w(i_1, i_2) \geq 0.
\]

Thus, \( f(i_1, i_2) \geq 0 \) for all \( i_1 + i_2 \leq b - 1 \), and we can conclude that
\[
D_{11}\Gamma w(x_1, x_2) + D_{22}\Gamma w(x_1, x_2) - 2D_{12}\Gamma w(x_1, x_2) \geq 0.
\]

Proof of Lemma A5 (ii): We have already established in Lemma A4 that \( Tw \in \mathcal{V}_b \), then, we only need to show that Conditions 1 to 3 given in Definition A7 hold for \( Tw \). We first establish the expressions for \( D_{11}Tw(x_1, x_2), D_{12}Tw(x_1, x_2), \) and \( D_{22}Tw(x_1, x_2) \) for the four different cases described in Definition A2.

Case 1: When \( x_1 + x_2 + 2 \leq b \), \( Tw(i, j) = \alpha [q_i + \Gamma w(i, j)] \) for all \((i, j) \in \{(x_1, x_2), (x_1 + 1, x_2), (x_1, x_2 + 1), (x_1 + 2, x_2), (x_1 + 1, x_2 + 1), (x_1, x_2 + 2)\}\). Hence,
\[
D_{11}Tw(x_1, x_2) = Tw(x_1 + 2, x_2) - 2Tw(x_1 + 1, x_2) + Tw(x_1, x_2),
\]
and
\[
\alpha [\Gamma w(x_1 + 2, x_2) - 2\Gamma w(x_1 + 1, x_2) + \Gamma w(x_1, x_2)] = \alpha D_{11}\Gamma w(x_1, x_2).
\]

Similarly, \( D_{22}Tw(x_1, x_2) = \alpha D_{22}\Gamma w(x_1, x_2) \) and \( D_{12}Tw(x_1, x_2) = \alpha D_{12}\Gamma w(x_1, x_2) \).

Case 2: For \( x_1 + x_2 = b - 1 \) and \( x_1 > 0, x_2 > 0 \), then \( Tw(i, j) = \alpha [q_i + \Gamma w(i, j)] \) for all \((i, j) \in \{(x_1, x_2), (x_1 + 1, x_2), (x_1, x_2 + 1)\}\). Besides,
\[
Tw(x_1 + 2, x_2) = \min \left\{ c_1^G + \alpha [q_1(x_1 + 1) + \Gamma w(x_1 + 1, x_2)], c_2^G + \alpha [q_1(x_1 + 2) + \Gamma w(x_1 + 2, x_2 - 1)] \right\},
\]
\[
Tw(x_1 + 1, x_2 + 1) = \min \left\{ c_1^G + \alpha [q_1x_1 + \Gamma w(x_1, x_2 + 1)], c_2^G + \alpha [q_1(x_1 + 1) + \Gamma w(x_1 + 1, x_2)] \right\},
\]
\[
Tw(x_1, x_2 + 2) = \min \left\{ c_1^G + \alpha [q_1(x_1 - 1) + \Gamma w(x_1 - 1, x_2 + 2)], c_2^G + \alpha [q_1x_1 + \Gamma w(x_1, x_2 + 1)] \right\}.
\]
Then we have,

\[ D_{11}Tw(x_1, x_2) = \min \left\{ c_1^G - \alpha [q_1 + D_1 \Gamma w(x_1, x_2)], \right. \]
\[ \left. c_2^G - \alpha D_2 \Gamma w(x_1, x_2) + \alpha [\Delta \Gamma w(x_1 + 1, x_2 - 1) - \Delta \Gamma w(x_1, x_2)] \right\}, \]

\[ D_{12}Tw(x_1, x_2) = \min \left\{ c_1^G - \alpha [q_1 + D_1 \Gamma w(x_1, x_2)], \right. \]
\[ \left. c_2^G - \alpha D_2 \Gamma w(x_1, x_2) \right\}, \]

\[ D_{22}Tw(x_1, x_2) = \min \left\{ c_1^G - \alpha [q_1 + D_1 \Gamma w(x_1, x_2)] + \alpha [\Delta \Gamma w(x_1, x_2) - \Delta \Gamma w(x_1 - 1, x_2 + 1)], \right. \]
\[ \left. c_2^G - \alpha D_2 \Gamma w(x_1, x_2) \right\}. \]

**Case 3:** For \( x_1 = b - 1 \) and \( x_2 = 0 \), the only difference from Case 2 is the expression for \( Tw(x_1 + 2, x_2) \). Then, \( D_{12}Tw(x_1, x_2) \) and \( D_{22}Tw(x_1, x_2) \) are the same. From Definition A2, \( Tw(x_1 + 2, x_2) = c_1^G + \alpha [q_1(x_1 + 1) + \Gamma w(x_1 + 1, x_2)] \). Then,

\[ D_{11}Tw(x_1, x_2) = c_1^G - \alpha [q_1 + D_1 \Gamma w(x_1, x_2)]. \]

**Case 4:** For \( x_1 = 0 \) and \( x_2 = b - 1 \), the only difference from Case 2 is the expression for \( Tw(x_1, x_2 + 2) \). Then, \( D_{11}Tw(x_1, x_2) \) and \( D_{12}Tw(x_1, x_2) \) are the same. From Definition A2, \( Tw(x_1, x_2 + 2) = c_2^G + \alpha [q_1x_1 + \Gamma w(x_1, x_2 + 1)] \). Then,

\[ D_{22}Tw(x_1, x_2) = c_2^G - \alpha D_2 \Gamma w(x_1, x_2). \]

**Proof of Condition 1:** For \( x_1 + x_2 \leq b - 2 \), \( D_{11}Tw(x_1, x_2) \geq 0 \), \( D_{22}Tw(x_1, x_2) \geq 0 \), and \( D_{12}Tw(x_1, x_2) \geq 0 \) from (A24) as we have established earlier in the proof of this lemma.

For \( x_1 + x_2 = b - 1 \) and \( w \in \mathcal{V} \), from Definition A7 we have \( w \in \mathcal{V}_b \), and using Lemma A4(a), we have

\[ c_1^G - \alpha [q_1 + D_1 \Gamma w(x_1, x_2)] \geq 0, \quad c_2^G - \alpha D_2 \Gamma w(x_1, x_2) \geq 0. \]

Then, we can conclude \( D_{11}Tw(x_1, x_2) \geq 0 \) for Case 3, \( D_{22}Tw(x_1, x_2) \geq 0 \) for Case 4, and \( D_{12}Tw(x_1, x_2) \geq 0 \) for Cases 2, 3 and 4. Furthermore, for any \( i + j \leq b - 2 \), we have

\[ \Delta \Gamma w(i + 1, j) - \Delta \Gamma w(i, j + 1) = \Gamma w(i + 2, j) - \Gamma w(i + 1, j + 1) - \Gamma w(i + 1, j + 1) + \Gamma w(i, j + 2) \]
\[ = D_{11} \Gamma w(i, j) + D_{22} \Gamma w(i, j) - 2D_{12} \Gamma w(i, j) \geq 0, \]

where the inequality follows from (A26) as we have established earlier in the proof of this lemma.

It then follows that for \( x_1 + x_2 = b - 1 \) and \( x_1 > 0 \) (Cases 2 and 3), \( \Delta \Gamma w(x_1, x_2) - \Delta \Gamma w(x_1 - 1, x_2 + 1) \geq 0 \) and thus \( D_{22}Tw(x_1, x_2) \geq 0 \), and for \( x_1 + x_2 = b - 1 \) and \( x_2 > 0 \) (Cases 2 and 4), \( \Delta \Gamma w(x_1 + 1, x_2 - 1) - \Delta \Gamma w(x_1, x_2) \geq 0 \) and thus \( D_{11}Tw(x_1, x_2) \geq 0 \).
Hence, $D_{11}T(x_1, x_2) \geq 0$, $D_{22}T(x_1, x_2) \geq 0$, $D_{12}T(x_1, x_2) \geq 0$ for all four cases.

**Proof of Condition 3:** (We prove this condition first because it will be used in the proof of Condition 2). For $x_1 + x_2 \leq b - 2$,

$$D_{11}Tw(x_1, x_2) + D_{22}Tw(x_1, x_2) - 2D_{12}Tw(x_1, x_2) = \alpha [D_{11}\Gamma w(x_1, x_2) + D_{22}\Gamma w(x_1, x_2) - 2D_{12}\Gamma w(x_1, x_2)] \geq 0,$$

where the inequality follows from (A26) as we have established earlier in the proof of this lemma.

For $x_1 + x_2 = b - 1$, $\Delta \Gamma w(x_1 + 1, x_2 - 1) - \Delta \Gamma w(x_1, x_2) \geq 0$ if $x_2 > 0$, and $\Delta \Gamma w(x_1, x_2) - \Delta \Gamma w(x_1 - 1, x_2 + 1) \geq 0$ for $x_1 > 0$ (as we have already established in the proof of Condition 1). From the expressions of $D_{11}Tw(x_1, x_2)$, $D_{22}Tw(x_1, x_2)$, and $D_{12}Tw(x_1, x_2)$, we have

$$D_{11}Tw(x_1, x_2) \geq D_{12}Tw(x_1, x_2), \ D_{22}Tw(x_1, x_2) \geq D_{12}Tw(x_1, x_2).$$

Then for $x_1 + x_2 = b - 1$, $D_{11}Tw(x_1, x_2) + D_{22}Tw(x_1, x_2) - 2D_{12}Tw(x_1, x_2) \geq 0$.

Hence, Condition 3 holds for all $x_1 + x_2 \leq b - 1$.

**Proof of Condition 2:** If $x_1 + x_2 \leq b - 2$ and $y_1 + y_2 \leq b - 2$, then from Case 1,

$$D_{11}Tw(x_1, x_2)D_{22}Tw(y_1, y_2) + D_{11}Tw(y_1, y_2)D_{22}Tw(x_1, x_2) - 2D_{12}Tw(x_1, x_2)D_{12}Tw(y_1, y_2) = \alpha^2 [D_{11}\Gamma w(x_1, x_2)D_{22}\Gamma w(y_1, y_2) + D_{11}\Gamma w(y_1, y_2)D_{22}\Gamma w(x_1, x_2) - 2D_{12}\Gamma w(x_1, x_2)D_{12}\Gamma w(y_1, y_2)] \geq 0,$$

where the inequality follows from (A25) as we have established earlier in the proof of this lemma.

If $x_1 + x_2 = b - 1$, then $D_{11}Tw(x_1, x_2) \geq D_{12}Tw(x_1, x_2)$ and $D_{22}Tw(x_1, x_2) \geq D_{12}Tw(x_1, x_2)$ from the proof of Condition 3. Then for any $y_1 + y_2 \leq b - 1$,

$$D_{11}Tw(x_1, x_2)D_{22}Tw(y_1, y_2) + D_{11}Tw(y_1, y_2)D_{22}Tw(x_1, x_2) - 2D_{12}Tw(x_1, x_2)D_{12}Tw(y_1, y_2) \geq D_{12}Tw(x_1, x_2)D_{22}Tw(y_1, y_2) + D_{11}Tw(y_1, y_2)D_{12}Tw(x_1, x_2) - 2D_{12}Tw(x_1, x_2)D_{12}Tw(y_1, y_2) = D_{12}Tw(x_1, x_2)[D_{22}Tw(y_1, y_2) + D_{11}Tw(y_1, y_2) - 2D_{12}Tw(y_1, y_2)] \geq 0,$$

where the last inequality holds since we have proved that $Tw(y_1, y_2)$ satisfies Condition 3 for all $y_1 + y_2 \leq b - 1$.

If $y_1 + y_2 = b - 1$, then for any $x_1 + x_2 \leq b - 1$ we can similarly show

$$D_{11}Tw(x_1, x_2)D_{22}Tw(y_1, y_2) + D_{11}Tw(y_1, y_2)D_{22}Tw(x_1, x_2) - 2D_{12}Tw(x_1, x_2)D_{12}Tw(y_1, y_2) \geq 0.$$

Hence, Condition 2 holds for all $x_1 + x_2 \leq b - 1$ and $y_1 + y_2 \leq b - 1$.

Thus, $Tw \in \mathcal{V}$.

\[ \square \]

**Lemma A6.** Suppose that (A8) holds. Then,

(a) the optimal value function $v_\alpha \in \mathcal{V}$, and

(b) for $x_1 + x_2 \leq b - 1$ and $x_1 > 0$, $\Delta \Gamma v_\alpha(x_1, x_2) \geq \Delta \Gamma v_\alpha(x_1 - 1, x_2 + 1)$. 
Proof of Lemma A6: (a) The proof is based on Theorem 11.5 of Porteus (2002), which requires the existence of three conditions for the optimality of structured policies.

(i) Completeness. Define the distance of two functions $u, v$ in $\mathcal{V}$ by

$$\rho(u, v) := \sup_{s \in S} |u(s) - v(s)| \text{ for } u, v \in \mathcal{V}.$$ 

We need to show that $(\rho, \mathcal{V})$ is complete (see, e.g., Porteus (2002) for a definition). Specifically, we need to show that for any Cauchy sequence $\{v_n, n \geq 0\}$ in $\mathcal{V}$, there must exist $v \in \mathcal{V}$ such that

$$\lim_{n \to \infty} \rho(v_n, v) = 0.$$ 

First we show that any Cauchy sequence in $\mathcal{V}$ is convergent. Let $V = R^{(b+2)\times(b+2)}$ be a $b + 2$ by $b + 2$ dimensional real vector space. Then, $\mathcal{V} \subset V$, and hence for any Cauchy sequence $\{v_n, n = 1, 2, \ldots\}$ in $\mathcal{V}$, is also a Cauchy sequence in $V$. It is known that $V$ is complete, thus, $\{v_n, n = 1, 2, \ldots\}$ has a limit in $V$, i.e., there exists $v \in V$ such that $\lim_{n \to \infty} \rho(v_n, v) = 0$.

Next we show that the limit $v \in \mathcal{V}$. Now, for any sequence of value functions $\{v_n : v_n \in \mathcal{V}, n = 1, 2, \ldots\}$, we know that

$$c_1 \leq D_1 v_n(x_1, x_2) \leq c_1^G, \quad c_2 \leq D_2 v_n(x_1, x_2) \leq c_2^G \quad \text{for } x_1 + x_2 \leq b,$$

$$D_{11} v_n(x_1, x_2) \geq 0, \quad D_{22} v_n(x_1, x_2) \geq 0, \quad \text{and } D_{12} v_n(x_1, x_2) \geq 0 \quad \text{for } x_1 + x_2 \leq b - 1$$

$$D_{11} v_n(x_1, x_2)\alpha_{22} v_n(y_1, y_2) + D_{11} v_n(y_1, y_2)\alpha_{22} v_n(x_1, x_2) - 2D_{12} v_n(x_1, x_2)D_{12} v_n(y_1, y_2) \geq 0,$$

$$\text{for } x_1 + x_2 \leq b - 1 \text{ and } y_1 + y_2 \leq b - 1,$$

$$D_{11} v_n(x_1, x_2) + D_{22} v_n(x_1, x_2) - 2D_{12} v_n(x_1, x_2) \geq 0 \quad \text{for } x_1 + x_2 \leq b - 1.$$

Suppose that $v \notin \mathcal{V}$. Then, it must be the case that at least one of the inequalities above, which define the set $\mathcal{V}$ does not hold for sufficiently large $n$. This is a contradiction to the fact that $v_n \in \mathcal{V}$.

Thus, $(\rho, \mathcal{V})$ is complete.

(ii) Attainment. For any $w \in \mathcal{V}$, we must show that there exists a decision rule that can attain the minimum. Define a decision rule $\delta$, which in state $(x_1, x_2) \in S$, does not discharge any patient if $x_1 + x_2 \leq b$, discharges a stage 1 patient if $x_1 = b + 1, x_2 = 0$, discharges a stage 2 patient at state $x_1 = 0, x_2 = b + 1$, and otherwise discharges a stage 1 patient if $\Gamma w(x_1 - 1, x_2) - \Gamma w(x_1, x_2 - 1) \leq \frac{c_1^G - c_1}{\alpha} - q_1$, and discharges a stage 2 otherwise. Then, according to the optimality equations (A9), $\delta$ is optimal.

(iii) Preservation. This follows immediately from Lemma A5.

Then, from Theorem 11.5 of Porteus (2002), we can conclude that the optimal value function $v_\alpha \in \mathcal{V}$.

(b) It follows from Lemma A5 (i) that $\Gamma v_\alpha(x_1, x_2)$ satisfies (A26), i.e., for any $i + j \leq b - 2$,

$$D_{11} \Gamma v_\alpha(i, j) + D_{22} \Gamma v_\alpha(i, j) - 2D_{12} \Gamma v_\alpha(i, j) \geq 0.$$
Then, for any \( x_1 + x_2 \leq b - 1 \) and \( x_1 > 0 \),

\[
\Delta \Gamma v_\alpha(x_1, x_2) - \Delta \Gamma v_\alpha(x_1 - 1, x_2 + 1) = \Gamma v_\alpha(x_1 + 1, x_2) - \Gamma v_\alpha(x_1, x_2 + 1) - \Gamma v_\alpha(x_1, x_2 + 1) + \Gamma v_\alpha(x_1 - 1, x_2 + 2) = D_{11} \Gamma v_\alpha(x_1 - 1, x_2) + D_{22} \Gamma v_\alpha(x_1 - 1, x_2) - 2D_{12} \Gamma v_\alpha(x_1 - 1, x_2) \geq 0.
\]

\[\Box\]

**Proof of Proposition A2:** Define function \( \delta_n(i) = \Delta \Gamma v_\alpha(i, n - i) \) for \( 1 \leq i \leq n \leq b - 1 \). Then, from Lemma A6 (b), we have \( \delta_n(i) \geq \delta_n(i - 1) \). Thus, for fixed \( n \), \( \delta_n(i) \) is non-decreasing in \( i \) for \( 1 \leq i \leq n \).

From the optimality equations (A9) and Definition A2, for \( x_1 + x_2 = b + 1 \) and \( x_1 > 0, x_2 > 0 \), \( a^*(x_1, x_2) = (1, 0) \) if and only if

\[
c_1^G + \alpha [q_1(x_1 - 1) + \Gamma v_\alpha(x_1 - 1, x_2)] < c_2^G + \alpha [q_1 + \Gamma v_\alpha(x_1, x_2 - 1)],
\]

which can equivalently be written as

\[
\delta_{b-1}(x_1 - 1) > \frac{c_1^G - c_2^G}{\alpha} - q_1. \tag{A27}
\]

First, suppose that there exists \( x_1 \in [1, b] \) such that \( \delta_{b-1}(x_1 - 1) > \frac{c_1^G - c_2^G}{\alpha} - q_1 \), and let

\[
x_\alpha^* = \min \left\{ x_1 : 1 \leq x_1 \leq b \text{ and } \delta_{b-1}(x_1 - 1) > \frac{c_1^G - c_2^G}{\alpha} - q_1 \right\}.
\]

Then, since \( \delta_n(i) \) is non-decreasing in \( i \), we have \( \delta_{b-1}(x_1 - 1) > \frac{c_1^G - c_2^G}{\alpha} - q_1 \) for all \( x_1 \in [x^*, b] \), and \( \delta_{b-1}(x_1 - 1) \leq \frac{c_1^G - c_2^G}{\alpha} - q_1 \) for all \( x_1 \in [1, x^*) \). Thus, we have \( a_\alpha^*(x_1, x_2) = (1, 0) \) for \( x_1 + x_2 = b + 1 \) and \( x_1 \geq x^* \), and \( a_\alpha^*(x_1, x_2) = (0, 1) \) for \( x_1 + x_2 = b + 1 \) and \( x_1 < x^* \).

Now suppose that \( \delta_{b-1}(x_1 - 1) < \frac{c_1^G - c_2^G}{\alpha} - q_1 \) for all \( x_1 + x_2 = b + 1 \) and \( x_1 > 0, x_2 > 0 \), then let \( x_\alpha^* = b + 1 \) and the result follows.

\[\Box\]

**A3.3. Proof of Proposition A3**

**Definition A8.** Define an operator \( F \) on \( w \) by

\[
Fw(i, j) = (r_1 - q_2)D_1w(i, j) + (p_1 - r_2)D_2w(i, j).
\]

**Definition A9.** Let \( \mathcal{V}_1 \) be a set of functions such that if \( w \in \mathcal{V}_1 \), then \( w \in \mathcal{V} \) and

Condition 4: \( \Delta w(x_1, x_2) = w(x_1 + 1, x_2) - w(x_1, x_2 + 1) \geq c_1^G - c_2^G \), for \( x_1 + x_2 \leq b \),

Condition 5: \( Fw(x_1, x_2) > \frac{c_1^G - c_2^G}{\alpha} - q_2 \), for \( x_1 + x_2 \leq b \).
Lemma A7. If (A8) and (A15) hold, then for any function $w \in \mathcal{V}_1$,
(a) $\Delta \Gamma w(x_1, x_2) > \frac{c^G_1 - c^G_2}{\alpha} - q_1$, for all $x_1 + x_2 \leq b - 1$.
(b) $Tw \in \mathcal{V}_1$.
(c) $v_\alpha \in \mathcal{V}_1$.

Proof of Lemma A7: From (4), we can show that (A15) is equivalent to

$$c_1 - c_2 > c^G_1 - c^G_2, \quad q_1 \leq p_2.$$  \hspace{1cm} (A28)

(a) By conditioning on how $x_1$ stage 1 patients and $x_2$ stage 2 patients evolve, we have for $x_1 + x_2 \leq b - 1$,

$$\Delta \Gamma w(x_1, x_2) = \sum_{i=0}^{x_1+x_2} \sum_{j=0}^{x_1+x_2-i} P(i, j | x_1, x_2) F_w(i, j) > \frac{c^G_1 - c^G_2}{\alpha} - q_1,$$

where the inequality follows from Condition 5 for $w \in \mathcal{V}_1$ and $i + j \leq x_1 + x_1 + 1 \leq b$.

(b) To show $Tw \in \mathcal{V}_1$, we need to show Conditions 4 and 5 hold for $Tw$ since we have already shown $Tw \in \mathcal{V}$ for $w \in \mathcal{V}$. We first establish the expression of $\Delta [Tw(i, j)]$ for the four difference cases described in Definition A2.

Case 1: If $x_1 + x_2 \leq b - 1$, we have,

$$\Delta [Tw(i, j)] = \alpha [q_1 + \Delta \Gamma w(x_1, x_2)].$$

Case 2: If $x_1 + x_2 = b$ and $x_1 > 0, x_2 > 0$, then from part (a) we have

$$\Delta \Gamma w(x_1, x_2 - 1) = \Gamma w(x_1 + 1, x_2 - 1) - \Gamma w(x_1, x_2) > \frac{c^G_1 - c^G_2}{\alpha} - q_1,$$

which is equivalent to

$$c^G_1 + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)] < c^G_2 + \alpha [q_1 (x_1 + 1) + \Gamma w(x_1 + 1, x_2 - 1)].$$

Then,

$$Tw(x_1 + 1, x_2) = \min \left\{ c^G_1 + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)], c^G_2 + \alpha [q_1 (x_1 + 1) + \Gamma w(x_1 + 1, x_2 - 1)] \right\}$$

$$= c^G_1 + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)] = c^G_1 + Tw(x_1, x_2),$$

and thus $D_1 [Tw(x_1, x_2)] = Tw(x_1 + 1, x_2) - Tw(x_1, x_2) = c^G_1$.

Similarly, from part (a) we have

$$\Delta \Gamma w(x_1 - 1, x_2) = \Gamma w(x_1, x_2) - \Gamma w(x_1 - 1, x_2 + 1) > \frac{c^G_1 - c^G_2}{\alpha} - q_1,$$
which is equivalent to
\[ c_1^G + \alpha [q_1(x_1 - 1) + \Gamma w(x_1 - 1, x_2 + 1)] < c_2^G + \alpha [q_1x_1 + \Gamma w(x_1, x_2)]. \]

Then,
\[
Tw(x_1, x_2 + 1) = \min \left\{ c_1^G + \alpha [q_1(x_1 - 1) + \Gamma w(x_1 - 1, x_2 + 1)], c_2^G + \alpha [q_1x_1 + \Gamma w(x_1, x_2)] \right\}
\]
\[ = c_1^G + \alpha [q_1(x_1 - 1) + \Gamma w(x_1 - 1, x_2 + 1)] = c_1^G + Tw(x_1 - 1, x_2 + 1), \]
and thus
\[
D_2 [Tw(x_1, x_2)] = Tw(x_1, x_2 + 1) - Tw(x_1, x_2) = c_1^G - \Delta [Tw(x_1 - 1, x_2)]. \]

\[ \Delta [Tw(x_1, x_2)] = D_1 [Tw(x_1, x_2)] - D_2 [Tw(x_1, x_2)] = \Delta [Tw(x_1 - 1, x_2)]. \] (A29)

**Case 3:** If \( x_1 = b \) and \( x_2 = 0 \), then \( Tw(x_1, x_2 + 1) \) and \( Tw(x_1, x_2) \) have the same expressions as in Case 2 and thus \( D_2 [Tw(x_1, x_2)] = c_1^G - \Delta [Tw(x_1 - 1, x_2)] \), and

\[
Tw(x_1 + 1, x_2) = c_1^G + \alpha [q_1x_1 + \Gamma w(x_1, x_2)] = c_1^G - \Delta [Tw(x_1, x_2)],
\]
and thus \( D_1 [Tw(x_1, x_2)] = c_1^G \). Then,
\[ \Delta [Tw(x_1, x_2)] = \Delta [Tw(x_1 - 1, x_2)]. \]

**Case 4:** If \( x_1 = 0 \) and \( x_2 = b \), then \( Tw(x_1 + 1, x_2) \) and \( Tw(x_1, x_2) \) have the same expressions as in Case 2 and thus \( D_1 [Tw(x_1, x_2)] = c_1^G \), and

\[
Tw(x_1, x_2 + 1) = c_2^G + \alpha [q_1(x_1 + 1) + \Gamma w(x_1, x_2)],
\]
and thus \( D_2 [Tw(x_1, x_2)] = c_2^G \). Then,
\[ \Delta [Tw(x_1, x_2)] = \Delta^G - c_2^G. \]

**Proof of Condition 4:**

**Case 1:** If \( x_1 + x_2 \leq b - 1 \), we have \( \Delta Tw(i, j) = \alpha [q_1 + \Delta \Gamma w(x_1, x_2)] > c_1^G - c_2^G \), where the inequality follows from part (a).

**Case 2 and 3:** If \( x_1 + x_2 = b \) and \( x_1 > 0 \), we have \( \Delta [Tw(x_1, x_2)] = \Delta [Tw(x_1 - 1, x_2)] > c_1^G - c_2^G \), where the inequality follows from Case 1.

**Case 4:** If \( x_1 = 0 \) and \( x_2 = b \), then \( \Delta Tw(x_1, x_2) = c_2^G - c_2^G \).

Thus, \( \Delta Tw(x_1, x_2) \geq c_1^G - c_2^G \) for all \( x_1 + x_2 \leq b \).

**Proof of Condition 5:**
(i) If \( r_1 \geq q_2 \), then for \( i + j \leq b \),
\[
F[Tw(i, j)] = (r_1 - q_2)D_1[Tw(i, j)] + (p_1 - r_2)D_2[Tw(i, j)] \\
\geq (r_1 - q_2)(c_1^G - c_2^G) + (p_2 - q_1)c_2 \\
= (c_1^G - c_2^G) - (p_1 + q_2)(c_1^G - c_2^G) + (p_2 - q_1)c_2 \\
> (c_1^G - c_2^G) - (p_1 + q_2)(c_1 - c_2) + (p_2 - q_1)c_2 \\
= (c_1^G - c_2^G) - (c_1 - c_2) + (r_1 - q_2)c_1 + (p_1 - r_2)c_2 \\
= \frac{c_1^G - c_2^G}{\alpha} - q_1 + \left(1 - \frac{1}{\alpha}\right)(c_1 - c_2) + \frac{c_1 - c_2}{\alpha} - q_1 \\
= \frac{c_1^G - c_2^G}{\alpha} - q_1, \\
\]
where the first inequality follows from \( \Delta Tw(i, j) \geq c_1^G - c_2^G \) which we established earlier, and \( D_2Tw(i, j) \geq c_2 \) since \( Tw \in V_b \), and the second inequality follows from (A28). Hence, \( F[Tw(i, j)] > \frac{c_1^G - c_2^G}{\alpha} - q_1 \).

(ii) If \( r_1 < q_2 \), since \( q_1 \leq p_2 \) from (A30), we have \( p_1 > r_2 \) using the fact that \( p_1 + q_1 + r_1 = p_2 + q_2 + r_2 = 1 \). Then, \( p_1q_2 > r_1r_2 \). Next we consider four different cases as before.

**Case 1:** If \( x_1 + x_2 \leq b - 1 \),
\[
F[Tw(x_1, x_2)] = (r_1 - q_2)D_1Tw(x_1, x_2) + (p_1 - r_2)D_2Tw(x_1, x_2) = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} P(i, j|x_1, x_2)H(i, j),
\]
where
\[
H(i, j) = (r_1 - q_2)\alpha [q_1 + r_1D_1w(i, j) + p_1D_2w(i, j)] + (p_1 - r_2)\alpha [q_2D_1w(i, j) + r_2D_2w(i, j)].
\]
We have,
\[
\frac{H(i, j)}{\alpha} = (r_1 - q_2)\left[q_1 + r_1D_1w(i, j) + p_1D_2w(i, j)\right] + (p_1 - r_2)\left[q_2D_1w(i, j) + r_2D_2w(i, j)\right] \\
= -q_1(r_2 + q_2) + (r_1 + r_2)\left[q_1 + (r_1 - q_2)D_1w(i, j) + (p_1 - r_2)D_2w(i, j)\right] \\
+ -q_2(r_2 + q_2) + (r_1 + r_2)(q_1 + Fw(i, j)) + (p_1q_2 - r_1r_2)\Delta w(i, j) \\
\geq -q_1(r_2 + q_2) + (r_1 + r_2)\left(\frac{c_1^G - c_2^G}{\alpha}\right) + (p_1q_2 - r_1r_2)(c_1^G - c_2^G),
\]
where the inequality follows from Conditions 4 and 5 for \( w \in V_1 \). Then,
\[
\alpha H(i, j) - \left[c_1^G - c_2^G - \alpha q_1\right] \geq \alpha q_1 \left[(1 - \alpha(r_2 + q_2)) + \left[\alpha^2(r_1 + r_2) + \alpha^2(p_1q_2 - r_1r_2) - 1\right](c_1^G - c_2^G)\right] \\
= \alpha q_1 (1 - \alpha r_2 - \alpha q_2) - [1 - \alpha(r_1 + r_2) + \alpha^2 r_1r_2 - \alpha^2 p_1q_2] (c_1^G - c_2^G).
\]
Since \((1 - \alpha r_1)(1 - \alpha r_2) - \alpha^2 p_1 q_2 = (1 - \alpha + \alpha p_1)(1 - \alpha + \alpha p_2) - \alpha^2 p_1 q_2 > 0\) and \(c_1 - c_2 > c_1^G - c_2^G\). Hence, \(H(i, j) > \frac{c_1^G - c_2^G}{\alpha} - q_1\) and

\[
F[Tw(x_1, x_2)] = \sum_{i=0}^{x_1} \sum_{j=0}^{x_2} P(i, j|x_1, x_2)H(i, j) = c_1^G - \Delta[Tw(x_1 - 1, x_2)],
\]

Cases 2 and 3: If \(x_1 + x_2 = b\) and \(x_1 > 0\), we have \(D_1[Tw(x_1, x_2)] = c_1^G\) and \(D_2[Tw(x_1, x_2)] = c_1^G - \Delta[Tw(x_1 - 1, x_2)]\), and hence,

\[
F[Tw(x_1, x_2)] = (r_1 - q_2)D_1[Tw(x_1, x_2)] + (p_1 - r_2)D_2[Tw(x_1, x_2)]
= (r_1 - q_2)c_1^G + (p_1 - r_2)[c_1^G - \Delta[Tw(x_1 - 1, x_2)]]
= (p_2 - q_1)c_1^G - (p_1 - r_2)\Delta[Tw(x_1 - 1, x_2)]
\geq (p_2 - q_1)D_1[Tw(x_1 - 1, x_2)] - (p_1 - r_2)\Delta[Tw(x_1 - 1, x_2)]
= (r_1 - q_2)D_1[Tw(x_1 - 1, x_2)] + (p_1 - r_2)D_2[Tw(x_1 - 1, x_2)]
= F[Tw(x_1 - 1, x_2)] > \frac{c_1^G - c_2^G}{\alpha} - q_1,
\]

where the last inequality follows from Case 1.

Case 4: If \(x_1 = 0\) and \(x_2 = b\), we have \(D_1[Tw(x_1, x_2)] = c_1^G\) and \(D_2[Tw(x_1, x_2)] = c_2^G\), and then,

\[
F[Tw(x_1, x_2)] = (r_1 - q_2)D_1Tw(x_1, x_2) + (p_1 - r_2)D_2Tw(x_1, x_2)
= (r_1 - q_2)c_1^G + (p_1 - r_2)c_2^G = (r_2 - p_1)(c_1^G - c_2^G) + (p_2 - q_1)c_1^G
\geq (r_2 - p_1)(c_1 - c_2) + (p_2 - q_1)c_1 = \frac{c_1 - c_2}{\alpha} - q_1 > \frac{c_1^G - c_2^G}{\alpha} - q_1,
\]

where the first inequality follows from \(r_2 - p_1 < 0\), \(c_1 - c_2 > c_1^G - c_2^G\), \(p_2 - q_1 \geq 0\) and \(c_1^G \geq c_1\).

Thus, Conditions 4 and 5 hold for \(Tw\), and hence \(Tw \in V_1\).

(c) From Theorem 11.5 of Porteus (2002), we need to verify three conditions:

(i) Completeness. The proof is very similar to that of Lemma A6 and thus is skipped.

(ii) Attainment. For any function \(w \in V_1\), we define a decision rule, which in state \((x_1, x_2)\), discharges no patient when \(x_1 + x_2 \leq b\), discharges a stage 2 patient when \(x_1 = 0, x_2 = b + 1\) and discharges a stage 1 patient when \(x_1 + x_2 = b + 1\) and \(x_1 > 0\). This rule attains the minimum of \(w = Tw\) from (A28).

(iii) Preservation. This follows immediately from part (b).
Then, from Theorem 11.5 of Porteus (2002), we can conclude that the optimal value function $v_\alpha \in \mathcal{V}_1$. 

**Definition A10.** Let $\mathcal{V}_2$ be a set of functions such that if $w \in \mathcal{V}_2$, then $w \in \mathcal{V}$ and 

| Condition 6: $\Delta w(x_1, x_2) = w(x_1 + 1, x_2) − w(x_1, x_2 + 1) \leq c^G_1 - c^G_2$ for $x_1 + x_2 \leq b$, |
| Condition 7: $Fw(x_1, x_2) \leq \frac{c^G_1 - c^G_2}{\alpha} - q_2$ for $x_1 + x_2 \leq b$. |

**Lemma A8.** If (A8) and (A16) hold, then for any function $w \in \mathcal{V}_2$, 

(a) $\Delta \Gamma w(x_1, x_2) \leq \frac{c^G_1 - c^G_2}{\alpha} - q_1$, for all $x_1 + x_2 \leq b - 1$. 

(b) $Tw \in \mathcal{V}_2$. 

(c) $v_\alpha \in \mathcal{V}_2$. 

**Proof of Lemma A8:** From (4), we can show that (A16) is equivalent to 

$$c_1 - c_2 \leq c^G_1 - c^G_2, \quad q_1 \geq p_2. \quad \text{(A30)}$$

(a) By conditioning on how $x_1$ stage 1 patients and $x_2$ stage 2 patients evolve, we have for $x_1 + x_2 \leq b - 1$, 

$$\Delta \Gamma w(x_1, x_2) = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} P(i, j | x_1, x_2) Fw(i, j) \leq \frac{c^G_1 - c^G_2}{\alpha} - q_1,$$

where the inequality follows since we know that Condition 7 holds for $w \in \mathcal{V}_2$. 

(b) To show $Tw \in \mathcal{V}_2$, it is sufficient to show Conditions 6 and 7 hold for $Tw$ since we have already shown $Tw \in \mathcal{V}$ for $w \in \mathcal{V}$. We first establish the expression of $\Delta [Tw(x_1, x_2)]$ for the four different cases described in Definition A2. 

**Case 1:** If $x_1 + x_2 \leq b - 1$, we have, $\Delta T w(i, j) = \alpha [q_1 + \Delta \Gamma w(x_1, x_2)]$. 

**Case 2:** If $x_1 + x_2 = b$ and $x_1 > 0, x_2 > 0$, then from part (a) we have 

$$\Delta \Gamma w(x_1, x_2 - 1) = \Gamma w(x_1 + 1, x_2 - 1) - \Gamma w(x_1, x_2) \leq \frac{c^G_1 - c^G_2}{\alpha} - q_1,$$

which is equivalent to 

$$c^G_1 + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)] \geq c^G_2 + \alpha [q_1 (x_1 + 1) + \Gamma w(x_1 + 1, x_2 - 1)].$$

Then, 

$$Tw(x_1 + 1, x_2) = \min \left\{ c^G_1 + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)], \ c^G_2 + \alpha [q_1 (x_1 + 1) + \Gamma w(x_1 + 1, x_2 - 1)] \right\}$$

$$= c^G_2 + \alpha [q_1 (x_1 + 1) + \Gamma w(x_1 + 1, x_2 - 1)] = c^G_2 + Tw(x_1 + 1, x_2 - 1),$$
and thus $D_1[Tw(x_1, x_2)] = Tw(x_1 + 1, x_2) - Tw(x_1, x_2) = c_2^G + \Delta [Tw(x_1, x_2 - 1)]$.

Similarly,

$$Tw(x_1, x_2 + 1) = \min \left\{ c_1^G + \alpha [q_1(x_1 - 1) + \Gamma w(x_1 - 1, x_2 + 1)], c_2^G + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)] \right\}$$

$$= c_2^G + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)] = c_2^G + Tw(x_1, x_2),$$

and thus $D_2[Tw(x_1, x_2)] = Tw(x_1, x_2 + 1) - Tw(x_1, x_2) = c_2^G$.

Hence, $\Delta Tw(x_1, x_2) = D_1[Tw(x_1, x_2)] - D_2[Tw(x_1, x_2)] = \Delta Tw(x_1, x_2 - 1)$.

**Case 3:** If $x_1 = b$ and $x_2 = 0$, then $Tw(x_1, x_2 + 1)$ and $Tw(x_1, x_2)$ have the same expressions as in Case 2 and thus $D_2[Tw(x_1, x_2)] = c_2^G$, and

$$Tw(x_1 + 1, x_2) = c_1^G + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)] = c_1^G + Tw(x_1, x_2),$$

and thus $D_1[Tw(x_1, x_2)] = c_1^G$. Then, $\Delta Tw(x_1, x_2) = c_1^G - c_2^G$.

**Case 4:** If $x_1 = 0$ and $x_2 = b$, then from Definition A2, $Tw(x_1 + 1, x_2)$ and $Tw(x_1, x_2)$ have the same expressions as in Case 2 and thus $D_1[Tw(x_1, x_2)] = c_2^G + \Delta [Tw(x_1, x_2 - 1)]$ and

$$Tw(x_1, x_2 + 1) = c_2^G + \alpha [q_1 x_1 + \Gamma w(x_1, x_2)] = c_2^G + Tw(x_1, x_2).$$

Then, $D_2[Tw(x_1, x_2)] = c_2^G$. Hence, $\Delta Tw(x_1, x_2) = \Delta [Tw(x_1, x_2 - 1)]$.

**Proof of Condition 6:** We consider four different cases as before.

**Case 1:** If $x_1 + x_2 \leq b - 1$, we have, $\Delta Tw(i, j) = \alpha [q_1 + \Delta \Gamma w(x_1, x_2)] \leq c_1^G - c_2^G$, where the inequality follows from part (a).

**Cases 2 and 4:** If $x_1 + x_2 = b$ and $x_2 > 0$, then $\Delta Tw(x_1, x_2) = \Delta [Tw(x_1, x_2 - 1)] \leq c_1^G - c_2^G$, where the inequality follows from Case 1.

**Case 3:** If $x_1 = b$ and $x_2 = 0$, then $\Delta Tw(x_1, x_2) = c_1^G - c_2^G$.

Thus, Condition 6 holds for $Tw$.

**Proof of Condition 7:**

(i) If $p_1 \leq r_2$,

$$F[Tw(i, j)] = (p_2 - q_1)D_1[Tw(i, j)] - (p_1 - r_2)\Delta [Tw(i, j)]$$

$$\leq (p_2 - q_1)\alpha_1 - (p_1 - r_2)(c_1^G - c_2^G)$$

$$= (c_1^G - c_2^G) - (p_1 + p_2 + q_2)(c_1^G - c_2^G) + (p_2 - q_1)c_1$$

$$\leq (c_1^G - c_2^G) - (p_1 + p_2 + q_2)(c_1 - c_2) + (p_2 - q_1)c_1$$

$$= (c_1^G - c_2^G) - (c_1 - c_2) - (p_1 - r_2)c_1 + (r_1 - q_2)c_1$$

$$= \frac{c_1^G - c_2^G}{\alpha} + (c_1^G - c_2^G) \left[ 1 - \frac{1}{\alpha} \right] - (c_1 - c_2) + \frac{c_1 - c_2}{\alpha} - q_1$$

$$= \frac{c_1^G - c_2^G}{\alpha} - q_1 + 1 - \frac{1}{\alpha} \left[ (c_1^G - c_2^G) - (c_1 - c_2) \right] \leq \frac{c_1^G - c_2^G}{\alpha} - q_1,$$
where the first inequality follows from $\Delta Tw(x_1, x_2) \leq c_1^G - c_2^G$, (i.e., follows from that Condition 6 holds for $Tw$, as we established earlier), $D_1Tw(x_1, x_2) \geq c_1$ since $Tw \in V_b$ and $p_2 - q_1 \leq 0$ from (A30). The second inequality follows from $(c_1^G - c_2^G) - (c_1 - c_2) \geq 0$ and $1 - \frac{1}{\alpha} < 0$.

(ii) If $p_1 > r_2$ and since $q_1 \geq p_2$ from (A30), we have $r_1 < q_2$ using the fact that $p_1 + q_1 + r_1 = p_2 + q_2 + r_2 = 1$. Then, $p_1 q_2 > r_1 r_2$.

**Case 1:** If $x_1 + x_2 \leq b - 1$,

$$F[Tw(x_1, x_2)] = (r_1 - q_2)D_1Tw(x_1, x_2) + (p_1 - r_2)D_2Tw(x_1, x_2)$$

$$\quad = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} P(i, j|x_1, x_2)H(i, j),$$

where

$$H(i, j) = (r_1 - q_2)\alpha [q_1 + r_1D_1w(i, j) + p_1D_2w(i, j)] + (p_1 - r_2)\alpha [q_2D_1w(i, j) + r_2D_2w(i, j)].$$

We have,

$$\frac{H(i, j)}{\alpha} = (r_1 - q_2) [q_1 + r_1D_1w(i, j) + p_1D_2w(i, j)] + (p_1 - r_2) [q_2D_1w(i, j) + r_2D_2w(i, j)]$$

$$= -q_1(r_2 + q_2) + (r_1 + r_2) [q_1 + (r_1 - q_2)D_1w(i, j) + (p_1 - r_2)D_2w(i, j)]$$

$$+ (p_1 q_2 - r_1 r_2)[D_1w(i, j) - D_2w(i, j)]$$

$$= -q_1(r_2 + q_2) + (r_1 + r_2)[q_1 + Fw(i, j)] + (p_1 q_2 - r_1 r_2)\Delta w(i, j)$$

$$\leq -q_1(r_2 + q_2) + (r_1 + r_2) \left( \frac{c_1^G - c_2^G}{\alpha} \right) + (p_1 q_2 - r_1 r_2)(c_1^G - c_2^G),$$

where the inequality follows from the fact that Conditions 6 and 7 hold for $w \in V_2$. Then,

$$\alpha H(i, j) - [c_1^G - c_2^G - \alpha q_1] \leq \alpha q_1 \left[ (1 - \alpha)(r_2 + q_2) \right] + \left[ \alpha(r_1 + r_2) + \alpha^2(p_1 q_2 - r_1 r_2) - 1 \right] (c_1^G - c_2^G)$$

$$= \alpha q_1 (1 - \alpha r_2 - \alpha q_2) - \left[ (1 - \alpha)(r_1 + r_2) + \alpha^2 p_1 q_2 - \alpha^2 p_1 q_2 \right] (c_1^G - c_2^G)$$

$$= \alpha q_1 (1 - \alpha r_2 - \alpha q_2) - \left[ (1 - \alpha r_1)(1 - \alpha r_2) - \alpha^2 p_1 q_2 \right] (c_1^G - c_2^G)$$

$$= \alpha q_1 (1 - \alpha r_2 - \alpha q_2) \left[ \frac{\alpha q_1 (1 - \alpha r_2 - \alpha q_2)}{(1 - \alpha r_1)(1 - \alpha r_2) - \alpha^2 p_1 q_2} - (c_1^G - c_2^G) \right]$$

$$= \left[ (1 - \alpha r_1)(1 - \alpha r_2) - \alpha^2 p_1 q_2 \right] \left[ (c_1 - c_2) - (c_1^G - c_2^G) \right] \leq 0,$$

since $(1 - \alpha r_1)(1 - \alpha r_2) - \alpha^2 p_1 q_2 = (1 - \alpha + \alpha q_1 + \alpha p_1)(1 - \alpha + \alpha p_2 + \alpha q_2) - \alpha^2 p_1 q_2 \geq 0$ and $c_1 - c_2 \leq c_1^G - c_2^G$. Hence, $H(i, j) \leq \frac{c_1^G - c_2^G}{\alpha} - q_1$, and

$$F[Tw(x_1, x_2)] = \sum_{i=0}^{x_1+x_2+1} \sum_{j=0}^{x_1+x_2+1-i} P(i, j|x_1, x_2)H(i, j) \leq \frac{c_1^G - c_2^G}{\alpha} - q_1.$$
**Cases 2 and 4:** If \( x_1 + x_2 = b \) and \( x_2 > 0 \), we have, \( D_1[Tw(x_1, x_2)] = c_2^G + \Delta[Tw(x_1, x_2 - 1)] \) and \( D_2[Tw(x_1, x_2)] = c_2^G \), and hence,

\[
F[Tw(x_1, x_2)] = (r_1 - q_2)D_1[Tw(x_1, x_2)] + (p_1 - r_2)D_2[Tw(x_1, x_2)]
\]

\[
= (r_1 - q_2)(c_2^G + \Delta[Tw(x_1, x_2 - 1)]) + (p_1 - r_2)c_2^G
\]

\[
= (r_1 - q_2)\Delta[Tw(x_1, x_2 - 1)] + (p_2 - q_1)c_2^G
\]

\[
\leq (r_1 - q_2)\Delta[Tw(x_1, x_2 - 1)] + (p_2 - q_1)D_2[Tw(x_1, x_2 - 1)]
\]

\[
= (r_1 - q_2)D_1[Tw(x_1, x_2 - 1)] + (p_1 - r_2)D_2[Tw(x_1, x_2 - 1)]
\]

\[
= F[Tw(x_1, x_2 - 1)] \leq \frac{c_2^G - c_2^G}{\alpha} - q_1,
\]

where the first inequality follows from \( D_2[Tw(x_1, x_2 - 1)] \leq c_2^G \) since \( Tw \in V_b \) and \( q_1 \geq p_2 \), and the second inequality follows from Case 1.

**Case 3:** If \( x_1 = b \) and \( x_2 = 0 \), we have \( D_1[Tw(x_1, x_2)] = c_2^G \) and \( D_2[Tw(x_1, x_2)] = c_2^G \). Then,

\[
F[Tw(x_1, x_2)] = (r_1 - q_2)D_1Tw(x_1, x_2) + (p_1 - r_2)D_2Tw(x_1, x_2)
\]

\[
= (r_1 - q_2)c_1^G + (p_1 - r_2)c_2^G = (r_2 - p_1)(c_1^G - c_2^G) + (p_2 - q_1)c_2^G\]

\[
\leq (r_2 - p_1)(c_1 - c_2) + (p_2 - q_1)c_1 = \frac{c_1 - c_2}{\alpha} - q_1 \leq \frac{c_1^G - c_2^G}{\alpha} - q_1,
\]

where the first inequality follows from \( r_2 - p_1 < 0 \), \( c_1^G - c_2^G \geq c_1 - c_2 \), \( p_2 - q_1 \leq 0 \), and \( c_1^G \geq c_1 \).

Thus, Conditions 6 and 7 hold for \( Tw \), and hence \( Tw \in V_2 \).

(c) From Theorem 11.5 of Porteus (2002), we need to verify three conditions:

(i) **Completeness.** The proof is very similar to that of Lemma A6 and thus is skipped.

(ii) **Attainment.** For any function \( w \in V_2 \), we define a decision rule, which, in state \((x_1, x_2)\), discharges no patient if \( x_1 + x_2 \leq b \), discharges a stage 1 patient if \( x_1 = b + 1, x_2 = 0 \), and discharges a stage 2 patient if \( x_1 + x_2 = b + 1 \) and \( x_2 > 0 \). This rule attains the minimum in \( Tw \) from Definition A2.

(iii) **Preservation.** This follows immediately from part (b).

Then, from Theorem 11.5 of Porteus (2002), we can conclude that the optimal value function \( v_0 \in V_2 \). □

**Proof of Proposition A3:** (a) Suppose that (A8) and (A15) hold, then from Lemma A7(c), \( v_0 \in V_1 \). It then follows from Lemma A7(a) that, for any \( x_1 + x_2 \leq b - 1 \),

\[
\Delta \Gamma v_0(x_1, x_2) > \frac{c_1^G - c_2^G}{\alpha} - q_1.
\]
Hence, for all $x_1 + x_2 = b + 1$ and $x_1 > 0, x_2 > 0$, we have $\delta_{b-1}(x_1 - 1) = \Delta \Gamma v_\alpha(x_1 - 1, b - x_1) > \frac{c_1^G - c_2^G}{\alpha} - q_1$, and thus $a_\alpha^*(x_1, x_2) = (1, 0)$ from (A27).

(b) Suppose that (A8) and (A16) hold, then following Lemma A8(c), the optimal value function $v_\alpha \in V_2$ and then we have from Lemma A8(a), for all $x_1 + x_2 \leq b - 1$

$$\Delta \Gamma v_\alpha(x_1, x_2) \leq \frac{c_1^G - c_2^G}{\alpha} - q_1.$$ 

Hence, for all $x_1 + x_2 = b + 1$, $x_1 > 0$, and $x_2 > 0$, we have $\delta_{b-1}(x_1 - 1) = \Delta \Gamma v_\alpha(x_1 - 1, b - x_1) \leq \frac{c_1^G - c_2^G}{\alpha} - q_1$, and thus $a_\alpha^*(x_1, x_2) = (0, 1)$ from (A27).

$\square$

Appendix A4: Proof of the analytical results in Section 5

A4.1. Proof of Theorem 1

Lemma A9. If $\beta_i < \beta_i^G$ for both $i = 1, 2$, then there exists an $\alpha_0 \in (0, 1)$ such that (A8) holds for all $\alpha \in [\alpha_0, 1]$.

Proof of Lemma A9: Let $f_1(\alpha) = \alpha \left[ q_1 + r_1 c_1^G + p_1 c_2^G \right] - c_1^G$ and $f_2(\alpha) = \alpha \left( q_2 c_1^G + r_2 c_2^G \right) - c_2^G$ for $\alpha \in [0, 1]$, where $c_1^G$ and $c_2^G$ as expressed in (A5) are continuous in $\alpha$. Then $f_1(\alpha)$ and $f_2(\alpha)$ are both continuous in $\alpha$. When $\alpha = 1$, we have

$$c_1^G = \frac{q_1^G (p_2^G + q_2^G)}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G}, \quad c_2^G = \frac{q_1^G q_2^G}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G}.$$ 

Then,

$$f_1(1) = q_1 + r_1 c_1^G + p_1 c_2^G - c_1^G = q_1 (1 - c_1^G) - p_1 (c_1^G - c_2^G) = \frac{q_1 q_1^G p_2^G}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G} - \frac{p_1 q_1^G p_2^G}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G} = \frac{p_1 q_1^G p_2^G (\beta_1 - \beta_1^G)}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G},$$

and

$$f_2(1) = q_2 c_1^G + r_2 c_2^G - c_2^G = q_2 (c_1^G - c_2^G) - p_2 c_2^G = \frac{q_2 q_1^G p_2^G}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G} - \frac{p_2 q_1^G q_2^G}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G} = \frac{p_2 q_1^G p_2^G (\beta_2^G - \beta_2)}{p_1^G p_2^G + q_1^G p_2^G + q_1^G q_2^G}.$$

When $\alpha = 1$, $f_1(\alpha)$ and $f_2(\alpha)$ are strictly negative since $\beta_i < \beta_i^G$ for $i = 1, 2$, and they are continuous in $\alpha$, then there must exist some $\alpha_1 \in (0, 1)$ and $\alpha_2 \in (0, 1)$, such that $f_1(\alpha) \leq 0$ for all $\alpha \in [\alpha_1, 1]$ and $f_2(\alpha) \leq 0$ for all $\alpha \in [\alpha_2, 1]$. Let $\alpha_0 = \max\{\alpha_1, \alpha_2\}$. Then, if $\beta_i < \beta_i^G$, (8) holds for all $\alpha \in [\alpha_0, 1]$.

$\square$
Proof of Theorem 1: The MDP model we introduced in Section 3 has finite state space and every stationary policy induces a unichain. Thus, we know from Proposition 6.4.1 of Sennott (1999) that \( J(i) \equiv J \) for \( i \in S \).

Let \( h_\alpha(x_1, x_2) = v_\alpha(x_1, x_2) - v_\alpha(0, 0) \) for any \( (x_1, x_2) \in S \). We have shown in Lemma A4(c) that \( D_1 v_\alpha(x_1, x_2) \leq c_1^\alpha \). Then,

\[
h_\alpha(x_1, x_2) = v_\alpha(x_1, x_2) - v_\alpha(0, 0) = \sum_{i=0}^{x_1-1} D_1 v_\alpha(i, 0) + \sum_{j=0}^{x_2-1} D_2 v_\alpha(x_1, j) \leq x_1 c_1^\alpha + x_2 c_2^\alpha \leq (b+1)(c_1^\alpha + c_2^\alpha).
\]

It follows from Theorem 6.4.2 of Sennott (1999) that

\[
h(x_1, x_2) = \lim_{\alpha \to 1^-} h_\alpha(x_1, x_2) = \lim_{\alpha \to 1^-} [v_\alpha(x_1, x_2) - v_\alpha(0, 0)],
\]

where \( h(\cdot) \) is the bias function as defined in (3). Using (A7), the average cost optimality equation (3) can be rewritten as

\[
h(x_1, x_2) + g = \min_{(a_1, a_2) \in A(x_1, x_2)} \left\{ a_1 \phi_1^\alpha + a_2 \phi_2^\alpha + q_1(x_1 - a_1) + \Gamma h(x_1 - a_1, x_2 - a_2) \right\}.
\]

For \( x + y \leq b \),

\[
\Gamma h(x, y) = \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j|x, y) \lim_{\alpha \to 1^-} h_\alpha(i, j) = \lim_{\alpha \to 1^-} \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j|x, y) h_\alpha(i, j)
\]

\[
= \lim_{\alpha \to 1^-} \left[ \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j|x, y) v_\alpha(i, j) - \sum_{i=0}^{x+y+1} \sum_{j=0}^{x+y+1-i} P(i, j|x, y) v_\alpha(0, 0) \right]
\]

Then, we have for \( x + y \leq b - 1 \),

\[
D_1 \Gamma h(x, y) = \Gamma h(x + 1, y) - \Gamma h(x, y) = \lim_{\alpha \to 1^-} \left[ \Gamma v_\alpha(x+1, y) - v_\alpha(0, 0) \right] - \lim_{\alpha \to 1^-} \left[ \Gamma v_\alpha(x, y) - v_\alpha(0, 0) \right]
\]

\[
= \lim_{\alpha \to 1^-} \left[ \Gamma v_\alpha(x+1, y) - \Gamma v_\alpha(x, y) \right] = \lim_{\alpha \to 1^-} D_1 \Gamma v_\alpha(x, y),
\]

\[
D_2 \Gamma h(x, y) = \Gamma h(x, y+1) - \Gamma h(x, y) = \lim_{\alpha \to 1^-} \left[ \Gamma v_\alpha(x, y+1) - \Gamma v_\alpha(x, y) \right] = \lim_{\alpha \to 1^-} D_2 \Gamma v_\alpha(x, y).
\]

If (A8) holds, then from (A17) and (A18), for any \( x + y \leq b - 1 \),

\[
D_1 \Gamma v_\alpha(x, y) \leq \frac{c_1^\alpha}{\alpha} - q_1, \quad D_2 \Gamma v_\alpha(x, y) \leq \frac{c_2^\alpha}{\alpha}.
\]

Then, since \( \beta_i^G < \beta_1^G \) for both \( i = 1, 2 \), we know from Lemma A9 that there exists \( \alpha_0 \) such that for \( \alpha \in [\alpha_0, 1] \), (A8) holds and thus for such \( \alpha \) we have,

\[
D_1 \Gamma h(x, y) = \lim_{\alpha \to 1^-} D_1 \Gamma v_\alpha(x, y) \leq \lim_{\alpha \to 1^-} \frac{c_1^\alpha}{\alpha} - q_1 = \phi_1^G - q_1,
\]

\[
D_2 \Gamma h(x, y) = \lim_{\alpha \to 1^-} D_2 \Gamma v_\alpha(x, y) \leq \lim_{\alpha \to 1^-} \frac{c_2^\alpha}{\alpha} = \phi_2^G,
\]
where the last equalities follow from (1), (A5), and

\[
\lim_{a \to 1^-} e_i^G = \lim_{a \to 1^-} \frac{\alpha q_i^G (1 - \alpha r_i^G)}{(1 - \alpha r_i^G)(1 - \alpha r_i^G) - \alpha^2 p_i^G q_i^G} = \frac{q_i^G (p_i^G + q_i^2)}{p_i^G q_i^G + q_i^2} = \phi_i^G,
\]

\[
\lim_{a \to 1^-} e_i^2 = \lim_{a \to 1^-} \frac{\alpha^2 q_i^G q_i^G}{(1 - \alpha r_i^G)(1 - \alpha r_i^G) - \alpha^2 p_i^G q_i^G} = \frac{q_i^G q_i^G}{p_i^G q_i^G + q_i^2} = \phi_i^2.
\]

If \((a_1, a_2)\) and \((a_1 + 1, a_2)\) are both feasible actions in state \((x_1, x_2)\), then (A32) implies that

\[
(a_1 + 1)\phi_1^G + a_2 \phi_2^G + q_1(x_1 - a_1 - 1) + \Gamma h(x_1 - a_1 - 1, x_2 - a_2) \\
\geq a_1 \phi_1^G + a_2 \phi_2^G + q_1(x_1 - a_1) + \Gamma h(x_1 - a_1, x_2 - a_2),
\]

which means the cost does not increase if we discharge \(a_1 + 1\) type 1 patients as opposed to \(a_1\) type 1 patients.

Similarly, if \((a_1, a_2)\) and \((a_1 + 1, a_2 + 1)\) are both feasible actions in state \((x_1, x_2)\), then (A33) implies

\[
a_1 \phi_1^G + (a_2 + 1) \phi_2^G + q_1(x_1 - a_1) + \Gamma h(x_1 - a_1, x_2 - a_2 - 1) \\
\geq a_1 \phi_1^G + a_2 \phi_2^G + q_1(x_1 - a_1) + \Gamma h(x_1 - a_1, x_2 - a_2),
\]

which means that the cost does not increase if we discharge \(a_2 + 1\) type 2 patients as opposed to \(a_2\) type 2 patients.

Hence, the result follows.

\[\square\]

A4.2. Proof of Theorem 2

From Theorem 1, we know that there exists an optimal policy which is non-idling when \(\beta_i < \beta_i^G\).

Thus, we can restrict ourselves to the set of policies which are non-idling. Then, we can rewrite the optimality equations (A31) as

(i) if \(x_1 + x_2 \leq b - 1\),

\[
h(x_1, x_2) + g = q_1 x_1 + \Gamma h(x_1, x_2),
\]

(ii) if \(x_1 = b + 1\) and \(x_2 = 0\),

\[
h(x_1, x_2) + g = \phi_1^G + q_1 (x_1 - 1) + \Gamma h(x_1 - 1, x_2),
\]

(iii) if \(x_1 = 0\) and \(x_2 = b + 1\),

\[
h(x_1, x_2) + g = \phi_2^G + q_1 x_1 + \Gamma h(x_1, x_2 - 1),
\]

(iv) if \(x_1 + x_2 = b + 1\) and \(x_1 > 0, x_2 > 0\),

\[
h(x_1, x_2) + g = \min \left\{ \phi_1^G + q_1 (x_1 - 1) + \Gamma h(x_1 - 1, x_2), \phi_2^G + q_1 x_1 + \Gamma h(x_1, x_2 - 1) \right\}.
\]
Let $\bar{\delta}_n(x_1) = \Delta \Gamma h(x_1, n - x_1)$ for $0 \leq x_1 \leq n \leq b - 1$. Then, for state $(x_1, x_2)$ where $x_1 + x_2 = b + 1$ and $x_1 > 0, x_2 > 0$, we can conclude that $a^*(x_1, x_2) = (1, 0)$ if and only if

$$\bar{\delta}_{b-1}(x_1 - 1) = \Delta \Gamma h(x_1 - 1, x_2 - 1) = \Gamma h(x_1, x_2 - 1) - \Gamma h(x_1 - 1, x_2) > \phi^G_1 - \phi^G_2 - q_1. \quad (A34)$$

As in the proof of Theorem 1, using Theorem 6.4.2 of Sennott (1999) we can write, for $x, y \geq 0, x + y \leq b - 1$,

$$\Delta \Gamma h(x, y) = \Gamma h(x + 1, y) - \Gamma h(x, y + 1) = \lim_{\alpha \to 1^-} [\Gamma v_\alpha(x + 1, y) - \Gamma v_\alpha(x, y + 1)] = \lim_{\alpha \to 1^-} \Delta \Gamma v_\alpha(x, y).$$

Since $\beta_i < \beta^G_i$ for $i = 1, 2$, we know from Lemma (A9) that there exists $\alpha_0 < 1$ such that (A8) holds for $\alpha \in [\alpha_0, 1]$. As in the proof or Proposition A2, we can also conclude from Lemma A6 that for $x + y \leq b - 1$ and $x > 0$, $\Delta \Gamma v_\alpha(x, y) \geq \Delta \Gamma v_\alpha(x - 1, y + 1)$ for $\alpha \in [\alpha_0, 1]$. Then, it follows that for $n = x + y$,

$$\bar{\delta}_n(x) = \Delta \Gamma h(x, y) = \Delta \Gamma h(x - 1, y + 1) = \bar{\delta}_n(x - 1). \quad (A35)$$

Thus, for fixed $n$, $\bar{\delta}_n(x)$ is non-decreasing in $x$ for $0 \leq x \leq n$.

First, suppose that there exists $x_1 \in [1, b]$ such that $\bar{\delta}_{b-1}(x_1 - 1) = \Delta \Gamma h(x_1 - 1, x_2 - 1) > \phi^G_1 - \phi^G_2 - q_1$, and let

$$x^* = \min \left\{ x_1 : 1 \leq x_1 \leq b \text{ and } \bar{\delta}_{b-1}(x_1 - 1) > \phi^G_1 - \phi^G_2 - q_1 \right\}.$$

Then, from (A35), we have $\bar{\delta}_{b-1}(x_1 - 1) > \frac{c^G_1 - c^G_2}{\alpha} - q_1$ for all $x_1 \in [x^*, b]$, and $\bar{\delta}_{b-1}(x_1 - 1) \leq \frac{c^G_1 - c^G_2}{\alpha} - q_1$ for all $x_1 \in [1, x^*)$.

Thus, from (A34) we have $a^*(x_1, x_2) = (1, 0)$ for $x_1 + x_2 = b + 1$ and $x_1 \geq x^*$, and $a^*(x_1, x_2) = (0, 1)$ for $x_1 + x_2 = b + 1$ and $x_1 < x^*$.

Now suppose that $\bar{\delta}_{b-1}(x_1 - 1) = \Delta \Gamma h(x_1 - 1, x_2 - 1) < \phi^G_1 - \phi^G_2 - q_1$ for all $x_1 + x_2 = b + 1$ and $x_1 > 0, x_2 > 0$, then let $x^* = b + 1$ and the result follows.

\[\square\]

**A4.3. Proof of Theorem 3**

For fixed $k \in \{1, 2\}$ and $\alpha \in (0, 1)$, let

$$\bar{f}_k(\alpha) = (c^G_k - c_k) - (c^G_{3-k} - c_{3-k}).$$

From (A5) and (A14), $c^G_k$, $c_k$, $c^G_{3-k}$ and $c_{3-k}$ are all continuous functions of $\alpha$, and when $\alpha = 1$ by comparing (A5) and (A14) with (1) and (2) we have,

$$c^G_k = \phi^G_k, \ c_k = \phi_k, \ c^G_{3-k} = \phi^G_{3-k}, \ c_{3-k} = \phi^G_{3-k}.$$
Then, \( \tilde{f}_k(\alpha) \) is a continuous function of \( \alpha \in [0,1] \) and \( \tilde{f}_k(1) = (\phi^G_k - \phi_k) - (\phi^G_{3-k} - \phi_{3-k}) \).

If \( \phi^G_k - \phi_k < \phi^G_{3-k} - \phi_{3-k} \), \( \tilde{f}_k(1) \) is negative. Then, there must exist \( \alpha_0 \in (0,1) \) such that for any \( \alpha \in [\alpha_0,1] \), \( \tilde{f}_k(\alpha) \) is negative, which is equivalent to \( c^G_k - c_k < c^G_{3-k} - c_{3-k} \) for such \( \alpha \). Furthermore, according to Lemma A9, if \( \beta_i < \beta^G_i \) for \( i = 1,2 \), then there exists \( \alpha_0 \in (0,1) \) such that (A8) holds for all \( \alpha \in [\alpha_0,1] \).

Let \( \bar{\alpha} = \max\{\alpha_0, \alpha'_0\} \). Then, if \( \beta_1 < \beta^G_1 \) and \( \beta_2 < \beta^G_2 \), and (6) holds for \( k = 1 \), then (A8) and (A15) hold for all \( \alpha \in [\bar{\alpha},1] \). Then, for all \( x_1, x_2 \) such that \( x_1 > 0 \), \( x_2 > 0 \) and \( x_1 + x_2 = b + 1 \),

\[
\Delta \Gamma h(x_1 - 1, x_2 - 1) = \lim_{\alpha \to 1^-} \Delta \Gamma v_\alpha(x_1 - 1, x_2 - 1) > \lim_{\alpha \to 1^-} \frac{c^G_1 - c^G_2}{\alpha} - q_1 = \phi^G_1 - \phi^G_2 - q_1,
\]

where the inequality follows from \( \Delta \Gamma v_\alpha(x_1 - 1, x_2 - 1) > \frac{c^G_1 - c^G_2}{\alpha} \), which has been established in the proof of Proposition A3 (a). Hence, \( a^*(x_1, x_2) = (1,0) \) according to (A34) for all \( x_1, x_2 \) such that \( x_1 > 0 \), \( x_2 > 0 \) and \( x_1 + x_2 = b + 1 \).

Similarly if \( \beta_1 < \beta^G_1 \) and \( \beta_2 < \beta^G_2 \), and (6) holds for \( k = 2 \), then (A8) and (A16) hold for all \( \alpha \in [\bar{\alpha},1] \). Then, for all \( x_1, x_2 \) such that \( x_1 > 0 \), \( x_2 > 0 \) and \( x_1 + x_2 = b + 1 \),

\[
\Delta \Gamma h(x_1 - 1, x_2 - 1) = \lim_{\alpha \to 1^-} \Delta \Gamma v_\alpha(x_1 - 1, x_2 - 1) \leq \lim_{\alpha \to 1^-} \frac{c^G_1 - c^G_2}{\alpha} - q_1 = \phi^G_1 - \phi^G_2 - q_1,
\]

where the inequality follows from \( \Delta \Gamma v_\alpha(x_1 - 1, x_2 - 1) \leq \frac{c^G_1 - c^G_2}{\alpha} \), which has been established in the proof of Proposition A3 (b). Hence, \( a^*(x_1, x_2) = (0,1) \) according to (A34) for all \( x_1, x_2 \) such that \( x_1 > 0 \), \( x_2 > 0 \) and \( x_1 + x_2 = b + 1 \).

\( \square \)

Appendix A5: Supplements for the simulation study

A5.1. Computation of the death probabilities and expected lengths of stay

Transition probability matrix as described in Figure 2 is

\[
P_{ICU} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
q_1 & r_1 & p_1 & 0 & 0 & 0 & 0 \\
0 & q_{2L} & r_{2L} & 0 & p_{2L} & 0 & 0 \\
0 & q_{2H} & 0 & r_{2H} & p_{2H} & 0 & 0 \\
0 & 0 & 0 & q_{3L} & r_{3L} & 0 & p_{3L} \\
0 & 0 & 0 & q_{3H} & 0 & r_{3H} & p_{3H} \\
0 & 0 & 0 & 0 & 0 & q_4 & r_4 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

Using this matrix, we can compute the expected mortality rate (\( \phi_i \)) for \( i \in \{1,2L,2H,3L,3H,4\} \) by solving the following system of linear equations:

\[
[\phi_1, \phi_{2L}, \phi_{2H}, \phi_{3L}, \phi_{3H}, \phi_4]' = [q_1, 0, 0, 0, 0, 0]' + P_{ICU}\text{submatrix}[\phi_1, \phi_{2L}, \phi_{2H}, \phi_{3L}, \phi_{3H}, \phi_4]',
\]
where

\[
P_{ICU_{submatrix}} = \begin{bmatrix}
    r_1 & p_1 & 0 & 0 & 0 \\
    q_{2L} & r_{2L} & 0 & p_{2L} & 0 \\
    q_{2H} & 0 & r_{2H} & p_{2H} & 0 \\
    0 & 0 & q_{3L} & r_{3L} & 0 \\
    0 & 0 & q_{3H} & 0 & r_{3H} \\
    0 & 0 & 0 & 0 & q_4 \\
\end{bmatrix}.
\]

The solution can then be found to be

\[
[\phi_1, \phi_{2L}, \phi_{2H}, \phi_{3L}, \phi_{3H}, \phi_4]' = (I - P_{ICU_{submatrix}})^{-1} \cdot [q_1, 0, 0, 0, 0]' .
\]  (A36)

Similarly, we can compute the expected length-of-stay in ICU \( (L_i) \) for \( i \in \{1, 2L, 2H, 3L, 3H, 4\} \) by solving

\[
[L_1, L_{2L}, L_{2H}, L_{3L}, L_{3H}, L_4]' = [1, 1, 1, 1, 1]' + P_{ICU_{submatrix}} \cdot [L_1, L_{2L}, L_{2H}, L_{3L}, L_{3H}, L_4]' ,
\]

from which we find

\[
[L_1, L_{2L}, L_{2H}, L_{3L}, L_{3H}, L_4]' = (I - P_{ICU_{submatrix}})^{-1} \cdot [1, 1, 1, 1, 1]' .
\]  (A37)

**A5.2. Patient arrival process**

Figure A1 shows the number of Influenza A patients reported by public health laboratories in the US (over time) obtained from CDC FluView Interactive webpage (https://www.cdc.gov/flu/weekly/fluviewinteractive.htm).

![Influenza Positive Specimens Reported by Public Health Laboratories, National Summary, 2010-2017 Influenza Seasons](image)

**Figure A1** Influenza positive specimens reported by public health laboratories from 2010 to 2017.
A5.3. Computation of aggregated transition probabilities

We assume that the decision maker’s estimates for the expected dying probabilities in ICU and GW, and ICU expected length of stay for aggregated stages $A_1$ and $A_2$ satisfy the following:

\[ \theta_{A_1} = \sum_{i \in A_1} \theta_i, \phi_{A_1} = \frac{\sum_{i \in A_1} \theta_i \phi_i}{\theta_{A_1}}, \phi_{G_{A_1}} = \frac{\sum_{i \in A_1} \theta_i \phi^G_i}{\theta_{A_1}}, L_{A_1} = \frac{\sum_{i \in A_1} \theta_i L_i}{\theta_{A_1}}; \]

\[ \theta_{A_2} = \sum_{i \in A_2} \theta_i, \phi_{A_2} = \frac{\sum_{i \in A_2} \theta_i \phi_i}{\theta_{A_2}}, \phi_{G_{A_2}} = \frac{\sum_{i \in A_2} \theta_i \phi^G_i}{\theta_{A_2}}, L_{A_2} = \frac{\sum_{i \in A_2} \theta_i L_i}{\theta_{A_2}}. \]

The aggregated-stage transition probabilities can then be estimated from $\phi_{A_1}, \phi_{A_2}, L_{A_1}, L_{A_2}$ by solving the following system of equations:

\[
\begin{bmatrix}
1, & 1, & 1 \\
1, & \phi_{A_1}, & \phi_{A_2} \\
0, & L_{A_1}, & L_{A_2}
\end{bmatrix}
\cdot
\begin{bmatrix}
q_{A_1}, & q_{A_2} \\
r_{A_1}, & r_{A_2} \\
p_{A_1}, & p_{A_2}
\end{bmatrix}
=
\begin{bmatrix}
1, & 1 \\
\phi_{A_1}, & \phi_{A_2} \\
L_{A_1} - 1, & L_{A_2} - 1
\end{bmatrix},
\]

and thus,

\[
\begin{bmatrix}
q_{A_1}, & q_{A_2} \\
r_{A_1}, & r_{A_2} \\
p_{A_1}, & p_{A_2}
\end{bmatrix}
=
\begin{bmatrix}
1, & 1, & 1 \\
1, & \phi_{A_1}, & \phi_{A_2} \\
0, & L_{A_1}, & L_{A_2}
\end{bmatrix}^{-1}
\cdot
\begin{bmatrix}
1, & 1 \\
\phi_{A_1}, & \phi_{A_2} \\
L_{A_1} - 1, & L_{A_2} - 1
\end{bmatrix}.
\]